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ABSTRACT 

The report gives a detailed review of energy-loss processes and of 

charge drift and diffusion in gases, which define the operational charac­

teristics of this family of charged-particle and photon detectors. In a 

practical discussion of the chambers themselves, emphasis is placed on 

gas properties and electrostatics whereas the mechanics and electronics 

of the chambers are covered by references to the extensive bibliography. 

SIS/mr-nn-ayp-el-mg 
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1. INTRODUCTION 

The first multiwire proportional chamber, in its modern conception, was constructed 

and operated by Charpak and his collaborators in tbe years 1967-68 '). It was soon recog­

nized that the main properties of a rnultiwire proportional chamber, i.e. very good time re­

solution, good position accuracy and self-triggered operation, are very attractive for the 

use of the new device in high-energy physics experiments. Today, most fast detectors con­

tain a large number of proportional chambers, and their use has spread to many different 

fields of applied research, such as X-ray and heavy ion astronomy, nuclear medicine, and 

protein crystallography2
). In many respects, however, multiwire proportional chambers are 

still experimental devices, requiring continuous attention for good operation and sometimes 

reacting in unexpected ways to a change in the environmental conditions. Furthermore, in 

the fabrication and operation of a chamber people seem to use a mixture of competence, 

technical skill and magic rites, of the kind "I do not know why I'm doing this bu~ some­

body told me to do so". 

In these notes I will try to illustrate tbe basic phenomena underlying tbe behaviour 

of a gas detector, with the hope that the reader will not only better understand the reasons 

for some irrational-seeming preferences (such as, for example, in the choice of the gas 

mixture), but will also be able better to design detectors for his specific experimental 

needs. 

Most of the recent development on multiwire proportional chambers is due to the enthusi­

astic work of Georges Charpak who initiated me into this exciting field of applied research; 

these notes are dedicated to him. 

A large number of the illustrations have been extracted from old textbooks and articles, 

and I would like to thank Claude Rigoni for her great skill and patience in making them suit­

able for reproduction. 

2. DETECTION OF CHARGED PARTICLES 

2.1 Generalities 

A fast charged particle, traversing a gaseous or condensed medium, can interact with.· 

it in many ways. Of all possible interactions, however, only the electromagnetic one is 

generally used as a basis for detection, being many orders of magnitude more probable than 

strong or weak interactions and therefore leaving a "message" even in very thin samples of 

material. These notes are mainly concerned with the highly probable incoherent Coulomb 

interactions between the electromagnetic fields of the incoming charged particle and of the 

medium, resulting in both excitation and ionization of the atoms of the medium itSelf. The 

contribution of other electromagnetic processes (at least for particles heavier than elec­

trons), such as bremsstrahlung, Cerenkov, and transition radiation, to the total energy 

loss is negligible in gas detectors and we will ignore them. 

2.2 Energy loss due to electromagnetic interactions 

An expression for the average differential energy loss (loss per unit length) due to 

Coulomb interactions has been obtained by Bethe and Block
3

) in the framework of relativistic 

quantum mechanics, and can be written as follows (in the electrostatic unit system): 
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· { 2mc
2
S

2
11.1 } ~ = - K ~ _e__ ln - 2S' , 

UA A s' r' Cl-s') 
K (l) 

where N is the Avogadto number, m and e are the electron mass and charge, Z, A and p 
are the atomic number and mass, and the density of the medil.DTI, respectively, and I is its 
effective ionization potential; z is the charge and B the velocity (in tmits of the speed 
of light c) of the projectile. In the electrostatic unit sYstem and expressing energies in 
MeV, K = 0.154 MeV g- 1 cm2 for unit charge projectiles. In the system used, the rest energy 
of the electron, mc 2 , equals 0.511 MeV. 

The quantity ~ represents the rnaxinn.nn energy transfer allowed in each interaction, 
and simple two-body relativistic kinematics gives 

For example, for l GeV/c protons (S = 0.73) 11.1 = 1.2 MeV. Not always, however, can this 
kinematical limit be used, particularly in the case of thin detectors where energy can 
escape in the form of o-rays (see Section 2.4). 

(2) 

It is customary to substitute for the length X a reduced length x defined as Xp and 
measured in g cm- 2 • In this case, the reduced energy loss can be written as 

dE ldE 
<JX=p-crx 

The value of the effective ionization potential I is in general the result of a measure­
ment for each material; a rather good approximation is, however, I = I 0Z with 
! 0 ~ 12 eV. Values of 10 are given in Table 1 for several gases. For molecules and for 
gas mixtures, average values for Z, A, and I have to be taken. 

Table l 

Properties of several gases used in proportional counters (from different sources, 
see the bibliography for this section). Energy loss and ion pairs per unit length are given 

at atmospheric pressure for minimum ionizing particles 

Ga> z A ' Eex Ei l. "Io W; dE/dx '\> "r 
(g/cm'J (eV) (r..1eV/g cm- 2 ) (keV/cm) (i.p./cm) a) (i.p./cm) a) 

lh 2 2 8.38 x 10- 5 10.8 15.9 15.4 37 4.03 0.34 5.2 9.2 
He 2 4 1.66 X lQ-~ 19.8 24.5 24.6 41 1.94 0.32 5.9 7.8 
N, 14 28 1.17 X lQ- 3 8.1 16.7 15.5 35 1.68 1.96 (10) 56 
o, 16 32 1.33 x 10- 3 7.9 12.8 12.2 31 1.69 2.26 22 73 
Ne 10 20.2 8.39 x 10-~ 16.6 21.5 21.6 36 1.68 1.41 12 39 
Ar 18 39.9 1.66 X 10- 3 11.6 15.7 15.8 26 1.47 2.44 29.4 94 
Kr 36 83.8 3.49 X 10- 3 10.0 13.9 14.0 24 1.32 4.60 (22) 192 
Xe 54 131.3 5.49 x 10- 3 8.4 12.1 12.1 22 1. 23 6.76 44 307 
OJ, 22 44 1.86 x 1o- 3 5.2 13.7 13.7 33 1.62 3.01 (34) 91 
01, 10 16 6. 70 x 1o-~ 15.2 13.1 28 2.21 1.48 16 53 
C411ro 34 58 2.42 x 10- 3 10.6 10.8 23 1.86 4.50 (46) 195 

a) i.p. "" ion pairs 
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Inspection of expression (1) shows that 

the projectile velocity S, not on its mass. 

the differential energy loss depends only on 

After a fast decrease dominated by the 8- 2 

term, the energy loss reaches a constant value around S ~ 0.97 and eventually slowly in­

creases for S + 1 (relativistic rise). The region of constant loss is called the minimum 

ionizing region and corresponds to the more frequent case in high-energy physics. 

When plotting dE/dX as a function of the projectile energy, see Fig. 1 (computed for 

air), one observes that at energies above a few hundred MeV all partic.les are at the minirm.un 

of ionization and therefore lose the same amount of energy per unit length; for most 

materials, dE/dx is equal to about 2 MeV g- 1 em' at the minimum. Computed values of the 

differential energy loss at the minimum are given in Table 1, together with other relevant 

parameters and for the gases commonly used in proportional counters. 

It should be emphasized that, even for thin materials, the electromagnetic energy loss 

is the result of a small number of discrete interactions and, therefore, has the character­

istics of a statistical average. The distribution, however, is not Gaussian for all cases 

where the energy loss 6E is small compared to the tot::il energy, as will be discussed below. 

Furthermore, a closer look at the interaction mechanism shows that individual events can be 

grouped in two classes: close collisions, with large energy transfers resulting in the 

liberation of electronic charges (ionizations), and distant collisions involving smaller 

energy transfers and resulting in both ionization and atomic excitation. Primary ioniza­

tion and excitation share more or less equally the available energy loss, although secondary 

effects can increase the efficiency for one of the processes. In Fig. 2 ~) the probability­

of the processes described is qualitatively shown as a function of the energy transfer, in 

a single event, for 100 keV incident electrons. 
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Fig. 2 Relative probability of different processes 
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allowed energy transfer, EM= 50 keVin this 
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2.3 The relativistic rise of energy loss 

At very high momenta, above 10 GeV/c or so, the logarithmic term in the Bethe-Block 
formula produces an increase of the energy loss; this may constitute a basis for particle 
identification at very high energies since, for a given momentum, the average energy loss 
will be slightly different for different masses. Polarization effects, not taken into 
account by expression (1), however, produce a saturation in U1e increase, that would other­
wise indefinitely continue. In gases, saturation occurs around a few hundred GeV/c at a 
value which is about 50% above minimum ionizing; Fig. 3 shows a collection of experimental 
data for argon 5

). For statistical reasons, discussed more fully later, an effective par­
ticle identification in the region of the relativistic rise requires a very large number of 
independent measurements of energy loss for each track, and stacks of multiwire proportional 
chambers have been succesfully used for this purpose 6 l. 
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Relativistic rise of the energy loss in argon, as 
a function of particle mass and momentum; the 
vertical scale gives the relative increase above 
the minimum of ionization5

) 

In ionizing enconnters, the ejected electron is liberated with an energy E that can 
assme any value, up to the maximum allowed EM, as given by expression (2). An approximate 
expression for the probability of an electron receiving the energy E is given by3 ) 

(3) 

that corresponds essentially to the first tenn in the Bethe-Block fomla. Hore accurate 
expressions can be found elsewhere 7 ,a), but for our needs the approximation (3) is suffi­
cient. If the reduced thickness x = XO is introduced, and given in g cm- 2 , the expression 
can be conveniently rewritten as 

(3') 
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Electrons ejected with an energy abovef!i:__i~- kclT)are nonnally called 0-rays, using an old 

emulsion terminology. Integration of expression (3') allows one to obtain an expression for 

the number of 0 electrons having an energy Eo or larger: 

11.1 
N(E ? E0 ) f P(E) dE 

Eo 

the last approximation being valid for E0 << ~· 

As an example, Fig. 4 shows the number of electrons ejected with energy E ~ E0 by 

1 GeV/c protons, as a function of E0 in 1 em of argon at normal conditions. There are, 

for example, about ten electrons emitted with energy above 15 eV, which is the ionization 

potential of argon (see Table 1); these considerations are very ~ortant for the under­

standing of secondary processes (see below). In Fig. 4, the maximum energy transfer for 

1 GeV/c protons as projectiles is also shown, as given by expression (2). 

The angle of emission of a 8 electron of energy E is given in a free-electron approxi­

mation, by the expression8
) 
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Computed number of 0 electrons ejected 
at an energy larger than or equal to 
E0 , as a function of E0 , in 1 em of 
argon at normal conditions. The aver­
age number of primary ionizing colli­
sions (29 per em) and the maximum al­
lowed energy transfer for 1 GeV/c 
protons are shown. 
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Therefore for minimum ionizing particles (~ > 1 MeV), and up to energies of emission of 
several keV, 0 rays are emitted perpendicularly to the incident track; however, multiple 
scattering in the medium quickly randomizes the direction of motion of 0 electrons. In fact, 
typical electron molecule cross-sections, in the keV region, are around 10- 16 cm2 3

), at at­
mospheric pressure, this corresponds to a mean free path between collisions of a few microns. 
For energies around a hundred electronvolts, the cross-section is increased by an order of 
magnitude or so owing to the high probability of inelastic collisions (see Section 4.7). Be­
cause of the large mass difference between target and projectile, large momentum transfers 
(scattering angles) are highly probable, which means that in a few collisions any trace of 
the electron's original emission angle will be obliterated. A detailed discussion of the 
process can be found in Refs. 6 and 7. 

2.5 Range of slow electrons 

Depending on their energy, 6 electrons will cover a certain distance in the gas, suf­
fering elastic and inelastic scatters from the molecules. The total range Ry for an energy 
E, along the trajectory, can be calculated integrating the Bethe-Block formula over the 
length Ry and requiring the integral to equal the total available energy; however, it 
gives a bad representation of the distance effectively covered by an electron, because of 
the randomizing effect of the multiple collisions. It is customary to define a practical 
range ~ that appears to be two or three times smaller than the total range and in general 
is the result of an absorption measurement. For energies up to a few hundred keV, a rather 
good approximation for the practical range, in g cm- 2 , is

8
) 

1 0 7 2 
Rp=0.71E (E in MeV) 

Figure 5 gives the range of electrons in argon, under normal conditions, as a function of 
energy. Combining the data of Figs. 4 and 5, one can deduce, for example, that in 1 em of 
argon, one out of twenty minimum ionizing particles ejects a 3 keV electron having a prac­
tical range of 100 vm. 

10 z Argon, I aim 

~ 10 

IO·Zc__,__.'"""'"'c~~~L,-~~""c,-'"~="::.~~"" 
I 10 10

2 10~ 10
4 

10
5 

E ( keV l 

Fig. 5 Range of electrons in argon, at normal 
conditions as a function of energy, de­
duced from measurement in light materials

8
) 
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Since the average energy loss 1n argon is 2.5 keV/cm, these events will result in a 

much bigger pulse height, and also the centre of gravity of the detected charge, which is 

the best position information one can get, will be systematically displaced to one side of 

the original track. This obviously sets a limit to the best accuracy of position one can 

hope to obtain in a single gas counter operating at atmospheric pressure, somewhere between 

20 and 30 pm. Actual measurements obtained so far with high accuracy drift chambers pro­

vide accuracies of localization of between 50 and 100 urn 9,Io). Notice that an increase in 

the gas density or pressure does not obviously improve the accuracy since, although the 

range of electrons will decrease, ti1e number produced at any given energy will increase. 

Also, from Fig. 5 one can dedUce that electrons produced with energies above 30 keV 

have a range larger than l em of argon, and will escape detection from the l em thick 

layer. In this case use of the Bethe-Block fonnula is not completely justified, since the 

maximum energy transfer ~cannot in fact be dissipated in the detector. 

2.6 Energy loss distribution 

The fact that in thin materials the total energy loss is given by a small amount of 

interactions, each one with a very wide range of possible energy transfers, determines a 

characteristic shape for the energy loss distribution. In a classical fonnulation due to 

Landau, the energy-loss distribution in thin media is written as 11
) 

f(A) 1 -' (A+e-AJ 
= -- e' ;z;; 

where the reduced energy variable A represents the nonnalized deviation from the most 

probable energy loss (6E)mp' 

6E - (6E)rnp 

~ 
where .; 

6E being the actual loss and .; .the average energy loss given by the first tenn in the 

Bethe-Block formula. Figure 6 shows the characteristic shape of the Landau distribution, 

and indicates the meaning of the average and of the most probable energy losses. Notice 

the long tail at very large energy losses, corresponding to events where one or more ener­

getic 0 electrons have been produced. The energy resolution of thin counters for fast 

particles is therefore very poor; increasing the thickness of the detector is of no help, 

since the number of energetic electrons will increase (unless, of course, one gets close 

to total absorption where Gaussian statistics again dominate). 

The large fluctuation in energy loss for individual events has several tmportant 

practical consequences. First, when designing the. amplification electronics for a gaseous 

detector one has to take into account the large dynamic range of the signals. Secondly, a 

single measurement of a track contains very little infonnation about the average energy 

loss; when trying to identify particles in the relativistic rise region from the small 

increase of dE/dx, one is obliged to sample each track as much as several hundred times. 

This requires the development of relatively cheap, large surface multiwire proportional 

chambers. 
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Fig. 6 (From Franzen and Cochran, see bibliography 
for Section 5.) Comparison of the experi­
mental energy loss distribution, in an argon­
carbon dioxide counter, with the distribu­
tion computed using a simple Gaussian theory 
and the Landau expression. 

2.7 Primary and total ionization 

We are now in a position to understand in detail the process of energy loss by ioniza­
tion of a charged particle. On the passage of the particle, a discrete number of primary 
ionizing collisions takes place which liberate electron-ion pairs in the medium. The 
electron ejected can have enough energy (larger than the ionization potential of the medium) 
to further ionize, producing secondary ion pairs; the sum of the two contributions is 
called total ionization. Both the primary and the total ionization have been measured for 
most gases, although not always in the ffiinimum ionizing region. The total number of ion 
pairs can be conveniently expressed by 

where 6E is the total energy loss in the gas volume considered, and Wi is the effective 
average energy to produce one pair. Values of Wi for different gases are given in Table 1. 
No simple expression exists for the number of primary ion pairs; in the table, experimental 
values of np for minimum ionizing particles are given, per unit length and at normal condi­
tions. As Fig. 7 shows, l)J is roughly linearly dependent on the average atomic nlDllber of 
the gas, and the figure can be used to estimate the nunber of primary pairs for other mole­
cules (an exception is xenon). This has been done, for example, to obtain W. for carbon 

l dioxide (C02 ) and isobutane (C,H, 0 ) (values in brackets in Table l). 
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Primary ionizing events pro­
duced by fast particles per 
unit length at normal condi­
tions for several gases, as a· 
function of their average ato­
mic number (from Table 1). With 
the exception of xenon, all ex­
perimental points lie around a 
straight line. The .plot may be 
used to estimate the number of 
primary pairs in other gases. 

The reader should be warned that the values of Wi and of np listed in the table cor­

respond just to a reasonable average over results of different experimenters 12
); values 

different from the averages by as much as 20-30% can be found. 

A simple composition law can be used for gas mixtures; 

the number of primary and total ion pairs produced in a 1 em 

isobutane, at normal conditions: 

as an example, let us compute 

thick 70-30 mixture of argon-

"T = 2i~0 o.7 + ~ o.3 124 pairs/em 

29.4 X 0.7 + 46 X 0.3 34 pairs/em 

In other words, we see that the average distance between primary interactions is around 

300 vm at normal conditions, and that each primary produces about 2.5 secondaries on the 

average. 

2.8 Statistics of ion-pair production 

The primary ionization encounters, being a small number of independent events, follow 

Poisson-like statistics; if n is the average number of primary interactions (n = np), the 

actual number k in one event will have a probability 

k n n -n 
pk =F. e 

The inefficiency of a perfect detector is therefore given by 

_n -n 
1 - E = P_ = e 

0 
( 4) 
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In the gas mixture previously considered, the inefficiency will be around IQ- 15 for a 1 em 
thick detector (n = 34), and 3.3% for a 1 mm thick detector (n = 3.4). As a matter of fact, 
it is from inefficiency measurements in low-pressure proportional counters that the values of 
~ haVe been deduced. When k ion pairs are pioduced in a given event, simple probabilistic 
considerations provide the space distribution of each pair j (1 ~ j $ k) along a normalized 
coordinate x (0 S x S 1): 

Dk( ) k! (1-x)k-jxj-1 j X = (k j)!(j -1)! 

and the general expression for the space distribution of the pair j , when n is the 
average number produced, is obtained as follmvs: 

00 

[ ~D~(x) 
k=j 

Consider, in particular, the distribution of the pair closer to one end of the detection 
volume, 

(5) 

which is represented in Fig. 8, for n = 34, as a function of the coordinate across a 10 mm 
thick detector. If the time of detection is the time of arrival of the closest electron 
at one end of the gap, as is often the case, the statistics of ion-pair production set an 
obvious limit to the time resolution of the detector. A scale of time is also given in the 
figure, for a collection velocity of 5 cm/~sec typical of many gases; the ~}M of the distri­
bution is about 5 nsec. There is no hope of improving this time resolution in a gas counter, 
unless some averaging over the time of arrival of all electrons is realized. 

n 
A 1 (x) n=-34 ion pairs/em 

10 

20 40 t (nsec) 10- 1 L_ __ _l. __ ..L_...L_ __ __j 

0 2 x (mm) 

Fig. 8 

Statistics of primary ion 
pair production: prob­
ability of finding the 
closest pair at a distance 
x from one electrode in a 
counter, in argon-isobutane 
70-30. The corresponding 
electron minimum collec­
tion time is shown, for a 
typical drift velocity of 
electrons of 5 cm/~sec. 
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3. DETECTION OF PHOTONS 

3.1 Different processes of absorption 

As for charged particles, an electromagnetic interaction allows the detection of 

photons; in this case, however, the interaction is a single localized event. The probabi­

lity of absorption can be written in tenns of the cross-section a, and the attenuation of 

a beam of photons traversing a thickness X of a medium having N molecules per unit volume 

is given by 

I 
-aNX -)JX 

I 0 e = Ioe (6) 

where 11 is the mass attenuation coefficient (normally expressed in an 2 g- 1
) and x = pX is 

the reduced thickness of the medium, see Section 2.2. One can also define an absorption 

mean free path A = (~p)- 1 and in this case Eq. (6) is rewritten as 

I 
-YJA 

Io e (7) 

Depending on photon energy, the interaction can follow different mechanisms. At low ener­

gies, up to several keV, the dominant process is photoelectric conversion; then Campton 

scattering takes over, up to energies of a few hundred keV, and at even higher energies 

electron-positron pair production is the most probable process (Fig. 9) • 

.w 

.. 
• 

1--

Fig. 9 

1\ 

~\ 

::>. 

,v 
-;, 

Cross-section for photon absorption in lead, as 
a function of energy, showing the relative con­
tribution of different processesl6) 



- 12 -

3.2 Photoelectric absorption 

We will consider this process in some detail for two reasons. Firstly, it is common 
practice for laboratory testing of proportional chambers to use X-ray emitting isotopes 
producing energy losses in the few keV region (as can be seen from Table 1, this is equal 
to the typical energy loss of a minimum ionizing particle in 1 em of gas). Secondly, multi­
wire proportional chambers are used as soft X-ray detectors in many applications, such as, for 
example, to study transition radiation, in crystal diffraction experiments, and in X-ray 
astronomy. A clear understanding of the detailed process of energy loss by the photoelec­
tric effect is necessary in all these cases. 

Photoelectric absorption is a quantum process involving one or more transitions in the 
electron shells of a molecule. Denoting by Ej the energy of a shell j, photoelectric 
absorption in the shell can take place only for photon energies E ~ E. and, at a given 

y J energy, the contributions of all levels having E.< E add up. The absorption is a maxi­) y 
mum at the edge, and then very rapidly decreases with energy. 

The binding energy of a given shell increases rapidly with atomic nwnber, as shown in 
Fig. 10; precise values can be found in many textbooks (see the bibliography for this sec­
tion). Figure 11, drawn using the tables of Grodstein 13

), .gives the photoelectric absorption 
coefficient as defined in the previous section, for several elements. Approximate values 
of the absorption edges are also shown. At a given energy, light elements have the smallest 
coefficient and, except for the heavier noble gases, at energies above a few keV K-edge ab­
sorption dominates. For a gas mixture or for complex molecules one can assume a simple com­
position rule to be valid; if pr, pz, •.. , Pn are the percentages, in weight, of atoms 
1, 2, ••• , n in the mixture, the absorption coefficient of the compounds can be written as 
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Alonicnumber,Z 

Binding energy of K, L and M electron 
shells, as a function of atomic number 16 ) 
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Fig. ll Absorption coefficient versus energy Fig. 12 Mean free path for absorption in 
several gases at normal conditions, 
for photons of energy Ey (from the 
tabulation in Ref. 13) 

of photons, in several gases used in 
proportional counters. Carbon is 
included, to allow the calculation 
of absorption in hydrocarbons. The 
figure has been drawn using the tabu-
lations of Ref. 13. 

In particular, the organic vapours used as quenchers in proportional counters have a very 

small absorption coefficient, since they mainly contain light elements. 

Using the definition (7) one can compute the mean free path for absorption in gases 

under normal conditions, as shown in Fig. 12. Notice, for example, that the absorption in 

argon increases by almost two orders of magnitude when the photon energy increases over the 

K-shell edge of 3.20 keV. 

Absorption of a photon of energy EY in a shell of energy Ej results in the emission of 

a photoelectron of energy E = E -E.; the excited molecule can then return to its ground 
e Y J 

_state mainly through two competing mechanisms: 

fluorescence, 

j-shell, with 

i.e. the transition of an electron from an energy shell E. < E. into the 
1 J 

the emission of a photon of energy Ej - Ei; 

radiationless transition, or Auger effect, which is an internal rearrangement involving 

several electrons from the lower energy shells, With the emission of an electron of 

energy very close to Ej. 
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The fraction of de-excitations producing the emission of a photon is called fluorescence 
yield. For the K-shell, the fluorescence yield increases with the atomic number as shown 
in Fig. 13 14

). In argon, for example, about 15% of the photoelectric absorptions are 
followed by the emission of a photon, while in 85% of the events two electrons, of energy 
Ey- EK and slightly smaller than EK, respectively, are produced. The secondary photon, 
emitted at an energy just below the K-edge, has of course a very long mean free path for 
absorption and can therefore escape from the volume of detection. This produces the 
characteristic escape peak of argon, at an energy EY - EK. In detectors where localization 
of the conversion point is required, the emission of a long-range photon can introduce a 
large error if the position is esttmated with a centre-of-gravity method as is often the 
case. A quantitative discussion on this point can be found in Bateman et al. 15 ) for xenon­
filled counters. 

The primary photoelectron is emitted in a preferential direction, depending on its 
energy, as shown in Fig. 14; up to a few tens of keV, the direction of emission is roughly 
perpendicular to the incoming photon direction. However, as already discussed in Sec-
tion 2.4, multiple scattering quickly randomizes the motion of the heavily ionizing photo­
electron. The range of electrons in gases was also discussed in Section 2.5. 
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Fig. 13 Fluorescence yield of the K shell 
i.e. the fraction of de-excitations 
producing the emission of a photon, 
versus atomic number 14 ) 

Fig. 14 Probability of emission of a 
photoelectron at a given angle 
in respect to the incoming photon 
direction, as a function of the 
quantum energy4) 
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3.3 Compton scattering 

\\<hen the photon energy rises well above the highest atomic energy level, Compton 

scattering begins to be the dominant process. The incident photon, with energy hv
0

, is 

scattered by a quasi-free electron by an angle e , and takes a new energy hv' such that 

1 
hv' 

1 1 (1 - cos 9) 
hv0 - mc 2 

The energy of the scattered electron is hv0 - hv'. Quantum-mechanical theory provides the 

differential cross-section and the angular distributions for this effect (see the biblio­

graphy for this section) . Figure 15 shows the computed absorption coefficient for Compton 

scattering (coherent and incoherent), as from Ref. 13; Figs. 16a and 16b 16
) show correla­

tions between the energies and angles of diffusion, wl1ile Fig. 17 is a polar plot of the 

cross-section for different photon energies 16 ). 

In a thin gas counter, it is unlikely for the scattered photon to be absorbed again; 

therefore, the energy deposit depends on the (unknown) angle of scattering. No energy 

resolution is therefore obtained in the Compton region. 

"' ' N 

E 
u 

E y ( k eV ) 

Fig. 15 Absorption coefficient for Compton 
scatter~ng (coherent and incoherent) 
as a function of photon energy, for 
several elements 16 ) 
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Polar plot of the Compton cross-section 
as a function of the photon scattering 
angle 8, for several incident photon 
energies 16 ) 

3.4 Pair production 

Electron-positron pair production can take place at photon energies above the threshold 

of 1.02 !v'leV (corresponding to two electron masses); Figure 18 shows the absorption coeffi­

cient due to pair production for several elem~nts 13 ), while Fig. 19 gives the relative 
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Fig. 18 

10 100 
Ey (MeV) 

Absorption coefficient for e+e­
pair production in several mate­
rials, as a function of the in­
coming photon energy (drawn from 
the Tables of Ref. 13) 
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Fig. 19 Relative energy sharing betWeen e+ 
and e- in pair production, for 
several incoming energies (given 
in terms of the electron rest energy 
mc 2 = 0.511 MeV). The ordinate is 
proportional to the cross-section 
for the process, as given in the 
previous curve. (From N.A. Dyson, 
see bibliography for this section.) 
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+ -energy-sharing between e and e • In the figure, the ordinate is a quantity proportional 
to the differential cross-section for the process, increasing with photon energy (given in 
terms of U1e electron rest mass). Because of the very small value of the absorption coef­
ficient, proportional chambers are used in this energy region only to detect the pairs pro­
duced in a layer of heavy material placed in front of the chamber. Shower counters are either 
constructed in this way sandwiching chambers with conversion plates, or by using high density 
drift chambers with conversion cells of heavy material in the gas volume 17

). 

4. DRIFT AND DIFFUSION OF CHARGES IN GASES 

4.1 Ion and electron diffusion without electric fields 

Charges produced by an ionizing event quickly lose their energy in multiple collisions 
with the gas molecules and assume the average thermal energy distribution of the gas. 
Simple kinetic theory of gases provides the average value of the thermal energy, 
ET = (3/2) kT • 0.04 eV at normal conditions, and the Maxwellian probability distribution 
of the energies 

F(c) = C I£ e-(c/kT) 

In the absence of other effects, a localized distribution of charges diffuses by 

multiple collisions following a Gaussian law: 

dN, ___ 1 ___ e-(x2 /4Dt) dx 
N /4TIDt 

where dN/N is the fraction of charges found in the element dx at a distance x from the 
origin, and after a time t; D denotes the diffusion coefficient. The root mean square 
(r.m.s.) of the distribution, or standard deviation, is given by 

(8) 

(9) 

(10) 

respectively, for a linear and a volume diffusion. As an example, Fig. 20 18 ) shows the 
space distribution of ions produced in air, at normal conditions, after different time 
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Space distribution of ions produced in 
air, at normal conditions, after dif­
ferent time intervals18) 
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Table 2 

Classical mean free path, velocity, diffusion coefficients, 
and mobility for molecules, under normal conditions 18 - 21 ) 

Gas A u n+ ~+ 

(em) (em/sec) (em2/sec) (em' sec- 1 y-1) 

H, 1.8x 10-s 2 X 10 5 0.34 13.0 

He 2,8 X lo-s 1.4 X 105 0.26 10.2 

Ar 1.0X 10-s 4.4 X lO!j. 0.04 1.7 

o, 1.0X 10-s 5.0 X 104 0.06 2.2 

H20 l.Ox 10-s 7.1 X 104 0.02 0.7 

values of the diffusion coefficient of several ions in their own gas are given 

During diffusion, ions collide with the gas molecules; 

average velocity, and time between collisions are also given in the 

the mean free path, 

table. Electrons move 

much faster than ions (because of their small mass), their average thermal velocity being 

about 10 7 em/sec; also, because of their negligible size, their mean free path is classi­

cally four times longer than that of ions in a like gas. 

A positive ion can be neutralized recombining in the gas volume with a negative charge 

carrier, either an electron or a negative ion, or extracting an electron at the walls. A 

process of charge transfer is also possible with a molecule of its awn gas or with mole­

cules of another kind having lower ionization potentials. We will reconsider this very 

important effect in the next section. 

Electrons, instead, can be neutralized by an ion, can be attached 

or can be absorbed in the walls. 

to a molecule having 

The probability of electron affinity (electro-negative), 

attachment h is essentially zero for 

values for other gases (see Table 3). 

all noble gases and hydrogen, while it assumes finite 

In the table we have also shown, taking into account 

the previous data, the average attachment time t = (hN)- 1 , if N is the number of colli­

sions per unit time. One can see, for example, that in oxygen the average time it takes 

for a thermal electron to be attached is 140 nsec. The attachment coefficient is a strong 

function of the electric field, as will be shown later. 

Table 3 

Coefficient, number of collisions, 
and average time for electron attacbm~nt 

in several gases under normal conditions 12 , 18 , 21 ) 

Gas h N t 

(sec- 1
) (sec) 

oo, 6.2 X 1o-• 2.2 X lOr I 0.71 X 10- 3 

o, 2.5 X lo-s 2.1 X 1011 1.9 X lQ- 7 

H20 2.5 X 10-s 2.8 X 1011 1.4 X lQ-7 

c~ 4.8 X 10-l.t- 4.5 X 1011 4.7 X 10- 9 

, - I 
IJ\.H l \ . 
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4.2 l~obilityofions 

When an electric field is applied across the gas volume, a net movement of the ions 
along the field direction is observed. The average velocity of this slow motion (not to be 
confused with the instant ion velocity) is called drift velocity w+, and it is found to be 
linearly proportional to the reduced field E/P up to very high fields, P being the gas 

+ pressure. It is therefore convenient to define a quantity ~ , called mobility, as 

+ + (EJ-' ~ = w p (11) 

The value of the mobility is specific to each ion moving in a given gas. A constant mobi­
lity is the direct consequence of the fact that, up to very high fields, the average energy 
of ions is almost unmodified; we will see that this is not the case for the electrons. 

A classical argument allows one to obtain the following relationship bebieen mobility 
and diffusion coefficient: 

0.026 eV • (12) -=-:::: 
+ e 

~ 

Values of the mobility and diffusion coefficient for ions moving in a like gas were given in 
Table 2, while Table 4 gives the mobility of several ions drifting in gases commonly used in 
proportional and drift chambers''). 

Table 4 

Experimental mobilities of several ions 
in different gases, at normal conditions 20 ) 

Gas Ions 1-bbility 
(on' v- 1 sec- 1 ) 

Ar (OGJ,),at, 1.51 
IsoC4H10 corn,J ,art 0.55 
(OG!,) ,CH, corn,) ,rn! 0.26 
Ar IsoC~t-Ht o 1.56 
IsoC,Hr o IsoC~t-Hto 0.61 
Ar G!~ 1.87 
rn, rn.:- 2.26 
Ar em 1. 72 
m, m~ 1.09 

In a mixture of gases G1 , G2 , ••• , Gn' the mobility~~ of the ion G~ is given by the 
relationship (Blanc's law): 

n 
1 L: p. - = ..:.L + + 
~- ~-. 

l j=l lJ 

(13) 
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where p. is the volume concentration of gas j in the mixture, and~:. the mobility of ion 
J 1] 

c: in gas G .. In gas mixtures, however, a very effective process of charge transfer takes 
1 J 

place, and very quickly removes all ions except the ones with the lower ionization poten-

tial. Depending on the nature of the ions, and on the difference in the ionization potential 

(small differences increase the charge-transfer probability), it takes between 100 and 1000 

collisions for an ion to transfer its charge to a molecule having a lower ionization potential. 

Since mean free paths for collision are of the order of lo-s em under normal conditions, see 

Table 2, one can assume that after a drift length between 10- 3 p- 1 and 10- 2 p- 1 em, where p 

is the percentage of the lowest ionization potential molecules, the charge-exchange mechanism 

will have left migrating only one kind of ion. Figure 21 20
) shows the measurement of ion 

mobility in the mixtures argon-isobutane and argon-isobutane-methylal. As shown by the re-' 

lationship (13), for a given kind of ion drifting in a gas mixture, the inverse of the mobil­

ity depends linearly on the mixture's specific weight; lines of equal slope, therefore, re­

present migration of the same kind of ions. In the figure, curve F represents the mobility 

,00 

94.3+ 

F 

84.7 

j76 6 

2.0 2.2 2.4 2.6 

p [g 11] 

Fig. 21 Inverse mobility of ions migrating in argon-isobutane mixtures 
(curve F), in argon-methylal (curve A) and argon-isobutane­
methylal (B = 80% argon, C = 70% argon, D = 60% argon, E = 50% 
argon). The numbers close to the experimental points represent 
the methylal concentration (curves A to E) or the isobutane 
concentration (curve F) 20 ), 
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of isobutane ions in variable argon-isobutane mixtures, while curves B, C, D, E represent 
the measured mobility of methylal ions in several argon-isobutane-methylal mixtures; the 
fraction of methylal in each measurement is written close to the experimental points. 
in the range of electric fields considered (a few hundred to a thousand volts/em) and 

Clearly, 
for 1 em 

of drift, if methylal is present in the mixture by more than 3-4% the exchange mechanism is 
fully efficient and only methylal ions are found to migrate. The relevance of this mechanism 
in the operation of proportional counters will be discussed in Section 5.3. 

Ions migrating in a time t over a length x diffuse with a probability distribution 
expressed by Eq. (9), and the standard deviation is given by [introducing expressions (12) 
and (11) in (10)]: 

Therefore the r.m.s. linear diffusion is independent of the nature of the ions and the gas; 
the variation of ax with the electric field, at 1 atm, is shown in Fig. 22, as well as the 
equivalent time dispersions crt for several gas mixtures 20 ), and 1 em drift. 
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Positive ion diffusion in space (ax) and in time (Ot) for 
a drift length of 1 em, at normal conditions as a function 
of electric field 20 ). Notice that ox is the same for all 
gases. 

4.3 Drift of electrons 

A simple theory of mobility can be constructed following the same lines as for positive 
ions; it was found very early on, however, that except for very low fields the mobility of 
electrons is not constant. In fact, due to their small mass, electrons can substantially in­
crease their energy between collisions with the gas molecules under the influence of an elec­
tric field. In a Simple formulation, due to Townsend21

) one can write the drift velocity as 
e 

w = zm ET , (14) 
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where T is the mean time between collisions, in general a function of the electric field E . 

It has been found that the collision cross-section, and therefore T , varies for some gases 

very strongly with E, going through maxima and minima (Ramsauer effect). This is a con­

sequence of the fact that the electron wavelength approaches those of the electron shells 

of the molecule, and complex quantum-mechanical processes take place. The energy distribu­

tion will therefore change from the original Maxwellian shape [as given by Eq. (8)] and the 

average energy can exceed the thermal value by several orders of magnitude, at high fields. 

As an example, Fig. 23 shows the energy distribution of electrons in helium at several 

values of the electric field 18). Figure 24 gives instead a typical Ramsauer cross-section 

measurement for argon 22
); it appears that the addition of even very small fractions of 

another gas to pure argon can, by slightly modifying the average energy, dramatically change 

the drift properties, as illustrated in Fig. 25 22l. We have collected from different 

sources 9 , 12 , 22 -
24

), in Figs. 26 to 30 ,the measured drift velocities'for several pUpe gases 

and gas mixtures of interest in' proportional chambers. Depending on the source, the abscissa 

is given in terms of the electric field at normal conditions, or of the reduced field E/P; 

to obtain in the last case the equivalent field at 1 atm one has to multiply tl1e scale by 

760. At high fields, typical values of w around 5 cm/~sec are obtained; use of Table 2 , 

shows that, under similar conditions, ions are roughly a thousand times slower. 

,., 
·-
..0 
0 

..0 

E' 
a. 

"0 

" N 

0 
E 
0 
z 

"' E 
<.> 

0.4 

0.3 

0.2 

0,1 

0 
0 

b 10"16 

X/p ~ 2 

4 8 12 

eV 

Argon 

16 20 

Fig. 23 

Computed energy distribution of electrons in 
helium at different field values (X/p = 1 
means 760 V/cm at atmospheric pressure)lB) 

Fig. 24 

Ramsauer cross-section for electrons in 
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Fig. 30 Drift velocity of electrons in argon-isobutane mixtures, at 
normal conditions9) 

A rigorous theory of electron drift in gases exists; it has recently been reviewed 

for the study of drift chamber perfor.mances 25 , 26). Here, we will only summarize the main 

results. Under rather broad assumptions, and for fields such that only a negligible frac­

tion of the electrons get enough energy to experience ionizing collisions, one can deduce 

the following expression for the energy distribution: 

F(o) = C IE exp (- J 3A(o)sd£ J 
[eEA(£)] 2 + 3okTA(o) 

where the mean free path between collisions, A(E), is given by 

1 
A(£) = No(£) 

(15) 

(16) 

N being the munber of molecules per unit vohnne. At the temperature T and pressure P , 

N is given by 

N = 2.69 x 10 19 7~0 2i3 molecules/an' 

and the cross-section a(E) is deduced from the Ramsauer curve of the gas considered. In 

Eq. (15), A(o) is the fraction of energy lost on each impact, or inelasticity; in other 

words the amount of energy spent in processes like rotational and vibrational excitations. 

If the elastic and inelastic cross-sections are known, F(e) can be computed and the drift 

velocity and diffusion coefficient are given by 



w(E) 2 eE 
3m 
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D(E) J i UA(E)F(E)dE 

where u = iZE/m is the instant velocity of electrons of energy E • 

Simple rules hold for gas mixtures 

o(E) = r Pi"i (E) and o(E)A(E) 

with obvious meaning. It is customary to define a characteristic energy Ek as follows: 

eE D(E) 
Ek = w(EJ 

(17) 

(18) 

(19) 

Figures 31 and 32 show the computed and measured drift velocity and the characteristic 
energy for argon on carbon dioxide 26), while Figs. 33 and 34 give the dependence of Ek on 
the electric field, at normal conditions, for several pure gases and gas mixtures

25
). 
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4.4 Diffusion of electrons 

During the drift in electric fields, electrons diffuse following a Gaussian distribution 
like formula (9); the change in the energy distribution due to the electric field does, of 
course, result in a coefficient of diffusion dependent on E, as shown by Eq. (18). 
Figure 35 gives, as a function of the electric field, the computed value of the standard 
deviation of space diffusion ax, as defined by formulae (10) and for l em of drift 25

). The 
thermal limit is also shown, corresponding to a fictitious gas where the energy of elec­
trons is not increased by the presence of the field; carbon dioxide, because of its very low 
characteristic energy, is very close to the thermal limit. For a 75-25 mixture of argon­
isobutane, very close to the one often used in proportional and drift chambers, 
ax :::- 200 1Jlil independently of E . In drift chambers, one obtains the space coordinates of 
ionizing tracks from the measurement of ti1e drift time, in a more or less uniform field, of 
the electron swarm. A small diffusion coefficient leads of course to a better accuracy; 
the choice of carbon dioxide is, however, often forbidden by the poor quenching properties 
of this gas in proportional counters (see Section 5.3) and the quoted argon-isobutane mixture 
is often preferred. 

Notice that the limiting accuracy with which one can localize the drifting swarm is 
not directly given by ox, but by its variance, depending on the number of electrons neces­
sary to trigger the time-measuring device. For example, if the average time of the n drift­
ing electrons is measured, the limiting accuracy will be oxfln. A general expression, which 
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can be written for the case where k electrons out of n are necessary to trigger the detect­

ing electronics 26
), is 

n 
a' I 1 

a' X 

k = 2 ln n i' 
i=k 

For k 1, the expression can be seen to reduce to 

TI a 
213lnnx 

for example, for n = 100 (typical value for 1 em of gas), a 1 = 0.4 ox. We will discuss 

this point further in the section devoted to high-accuracy drift chambers. 

4.5 Drift of electrons in magnetic fields 

(20) 

The presence of a magnetic field modifies the drift properties of a swarm of electrons. 

The Lorentz force applied to each moving charge transforms the small segment of motion 

between two collisions into circular trajectories, and also modifies the energy distribu­

tion. The net effect is a reduction of the drift-velocity, at least at low electric fields, 

and a movement of the swarm along a line different from a field line. In the case of a 

movement in a constant electric and magnetic field, the swarm will driit along a straight 

line at an angle "H with the field lines, and with a velocity WH r w. The same simple 

theory that gives the expression (14) allows one to write the effect of a magnetic field H 

applied in a direction perpendicular to the electric field 21) as follows: 

w w = eH 
m 

Substituting the value of T obtained from Eq. (14), one gets an approximation which is 

ra~1er good for low electric fields, as shown in Fig. 36, where experimental points are 

compared with calculation, for the standard gas mixture used in high-accuracy drift cham­

bers9), i.e. 67.2% argon, 30.3% isobutane and 2.5% methylal. At higher fields, the pre­

sence of the magnetic field modifies the energy distribution of electrons and a more rigo­

rous analysis is necessary, similar to the one sketched in the previous section 25 '
26

). We 

will present here some experimental measurements of wH and aH' in the quoted gas mixture, 

from Ref. 9. Figure 37 shows that the drift velocity, although reduced at low electric 

fields, tends to reach the same saturation value for all values of magnetic field; 

Figure 38 gives instead the angle of drift which appears to follow almost a linear depen­

dence on H for large electric fields. The deflection of drifting electrons has to be 

taken into account, especially when operating drift chambers close to or inside strong 

magnetic fields. Notice also, from Fig. 38, that the use of a heavier gas (xenon replacing 

argon) reduces the deflection of the drifting swarm. 
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4.6 Effect of electronegative gases 

Addition to an inert gas of even small quantities of electronegative products sensibly 

modifies the drift properties due to electron capture. The attachment coefficients h for 

several gases, in the absence of electric field, were given in Table 3; the cross-section 

for electron capture varies, however, with the electron energy, as shown in Fig. 39 for 

oxygen. Figures 40 and 41 show instead the attachment coefficient as a function of the 

reduced field E/p for air and chlorine in argon; similar curves for many other gases can 

be found in Refs. 18 and 22. 
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Fig. 39 Attachment coefficient for electrons 
in oxygen, as a function of electron 
energy 22 ). 
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Attachment coefficient for elec­
trons in an argon-chlorine mix­
ture22). 

The presence of electronegative polluants, mostly oxygen and water, in proportional 
cmmters reduces the detected pulse height because of electron capture. Let p be the 
fraction of electronegative polluant in the gas, A and u the electron mean free path and 
instant velocity, respectively, and w the drift velocity. The number of collisions per 
unit time of an electron with the electronegative molecules is therefore up/A and the 
probability of attachment 

(21) 

where 'c is the mean free path for capture. Substituting in Eq. (21) the expression (16) 
and the definition of u , one gets 

The loss of electrons in a swarm drifting in constant fields across a distance x is given 
by 

-"- = e -x/Ac 
no (22) 

As an exampl~, let us consider the effect of air pollution in pure argon, at nonnal condi­
tions. We shall assume that the presence of the pollution does not modify the energy distri­
bution of electrons in argon. (This is~ as we have seen~ a rather naive assumption~) From 
previous figures one gets, at E = 500 V/cm: Ek = 6 eV = 1.9 x 10- 12 erg, w = 4 x 10 5 em/sec~ 
cr(£k) = 5 x l0- 16 em', and for air h = 2 x lO-'. From Eq. (21), therefore, PAc, 2.5 x 10-' em. 
A 1\ pollution of air in argon, therefore, will remove about 33\ <>f the llligrating electrons, 
per an of drift, due to electron capture. 
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4 .. 7 High electric fields: excitation and ionization 

Increasing the electric field above a few kV per em, more and more electrons can re­

ceive enough energy between two collisions to produce inelastic phenomena, excitation of 

various kinds, and ionization. Even a simplified description of the energy dependence of 

inelastic processes would exceed the purpose of these notes; here, we will only summarize 

some phenomenological aspects which are relevant for understanding the operation of propor­

tional counters. A molecule can have many characteristic modes of excitation, increasing 

in number and complexity for polyatomic molecules. ~nrparticular, noble gases can only be 

excited through photon absorption or emission, while weakly-bound polyatomic molecules, for 

example the hydrocarbons used in proportional counters as a quencher, have radiatio!]..J,._~~.:?. ...... 
~------

transitions of a rotational and vibrational nature. Addition of an organic vapour to .noble 

gases will therefore allow the dissipation of a good fract·i~~--'~f- ~~etgy··i.n:"···ra""d.l'ati~~i~~;~···-·· 
.. transition, and, as will be discussed later, this is essential for high. gain and stable 

operation of proportional counters. 

W11en the energy of an electron increases over the first ionization potential of the 

gas Ei (see Table 1), the result of the impact can be an ion pair, while the primary elec­

tron continues its trip. The probability of ionization is rapidly increasing above thresh­

old and has a maximum, for most gases, around 100 ev (see Fig. 42). Approximate curves 

showing the fraction of energy going into different processes, as a function of the reduced 

field E/P, are given in Fig. 43 for argon, nitrogen and hydrogen18
). In the figure curves 

labelled El represent the elastic impacts, EV the vibrational excitations, EE the excita­

tion leading to photon emission, and I the ionizations. 

Consider now a single electron drifting in a strong electric field; at a given time, 

it will have an energy £ with a probability given by the appropriate energy distribution 

function F(£). When, following the statistical fluctuations in the energy increase between 
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collisions, the electron gains an energy in excess of the ionization potential, an ioniza­
tion encounter may occur. The mean free path for ionization is defined as the average dis­
tance an electron has to travel before getting a chance to became involved in an ionizing 
collision. The inverse of the mean free path for ionization, a, is called the first Townsend 
coefficient and represents the number of ion pairs produced per unit length of drift. Values 
of a/Pas a function of the reduced electric field E/P are given in Fig. 44, while Fig. 45 
shows the dependence of a/P on the energy of the electrons £ • 
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The process of ionization by collision is the basis of the avalanche multiplication in 

proportional counters. Consider an electron liberated in a region of uniform electric field. 

After a mean free path a- 1 , one electron-ion pair will be produced, and two electrons will 

continue the drift to generate, again after one mean free path, two other ion pairs and so on. 

If n is the munber of electrons at a given position, after a path dx, the increase in the 

number will be 

and, by integration 

dn m dx 

ox 
n = no·e or M = ...!!.. = ea:x. 

no 

M represents the multiplication factor. In the general case of a non-uniform electric 

field, a= a(x), Eq. (23) has to be modified in the following way: 

(23) 

(24) 
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Fig. 46 Drop-like shape of an avalanche, showing the posi­
tive ions left behind the fast electron front. 
The photograph shows the actual avalanche shape, 
as made visible in a cloud chamber by droplets 
condensing around ions 18

). 

If one remembers now the big difference in the drift velocity of ions and electrons --
about a factor of thousand -- and the diffusion of migrating charges in the gas, the follow­
ing picture of an avalanche multiplication appears (see Fig. 46): at a given instant, all 
electrons are situated in the front of a drop-like distribution of charges, with a tail of 
positive ions behind, decreasing in number and lateral extension; half of the total ions 
are contained in the front part, since they have just been produced in the last mean free 
path. Knowing the dependence of the Townsend coefficient on the electric field, one can 
compute the multiplication factor for any field geometry. Many approximated analytic ex­
pressions exist for a, valid in different regions of E; for a sunnnary see Ref. 25. We 
will mention here a simple approximation, due to Korff27

) and valid for low values of a 

a_ Ae-BP/E p--

where A and B are constants as given in Table 5. In the same region one can assume the 
coefficient to be linearly dependent on the energy of the electrons 

a = kNc , (25) 

N being the number of molecules per unit volume; the values of k are given in Table 5. 
The limits of the approximation can readily be estimated by inspection of Figs. 44 and 45. 
Knowing the dependence of a on the electric field, the multiplication factor can be com­
puted for any field configuration; an example will be given in Section 5.1. No simple 
rules can be given for the behaviour of the first Townsend coefficient in gas mixtures. As 
a general trend, addition to a noble gas of a polyatomic gas or vapour increases the value 
of the field necessary to obtain a given value of a ; Figure 4 7 shows the effect of adding 

") several vapours to argon . An exponential approx~tion is still possible, at least for 
small values of a. 
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Table 5 

Parameters appearing in Korff's approximated 
expression for the first Townsend coefficient a 27) 

Gas A B k 

(em-' Torr) (1{ cm- 1 Torr) (em' v-') 

He 3 34 0.11 X lQ-17 

Ne 4 100 0.14 X 10-17 

Ar 14 180 1.81 X 10- 17 

Xe 26 350 

co, 20 466 
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Fig. 47 First Townsend coefficient as a function of the reduced electric 
field, for several vapours added to argon28 ). 

The multiplication factor cannot be increased at will. Secondary processes, like 

photon emission inducing the generation of avalanches spread over the gas volume, and space­

charge deformation of the electric field (which is strongly increased near the front of the 

avalanche), eventually result in a spark breakdown. A phenomenological limit for multipli­

cation before breakdown is given by the Raether condition 

ax "" 20 , (26) 

or M"" 108
; the statistical distribution of the energy of electrons, and therefore of M, 

avoid in general does not allow one to operate at 

breakdowns. Notice also that by increasing 

average 

the gap 

be met at decreasing values of a ; in other words, 

down probability increases with the gap thickness. 

gains above "-' 106 if one wants to 

thickness, the Raether condition will 

for a given field strength, the break-
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5. PROPORTIONAL COUNTERS 

5.1 Basic operation 

Consider a thin layer of gas, for example 1 em of argon at normal conditions, between 
two flat electrodes. A minimum ionizing particle will release (see Section 2.7) about 
120 ion pairs; if this charge is collected at one electrode, the detected signal will be 

V _ ne 
-c 

which, for n = 120 and a typical system capacitance C 10 pF, gives V ~ 2 ~V; this is so 
far below any possibility of detection. If, however, a strong electric field is applied 
between the electrodes, avalanche multiplication can occur, boosting the signal amplitude 
by several orders of magnitude. This kind of parallel plane detector suffers, however, 
from severe limitations. The detected signal, to start with, depends on the avalanche 
length, i.e. on the point where the original charge has been produced: no proportionality 
can be obtained between the energy deposit and the detected signal. Also, because of the 
uniform value of a. over the thickness, the Raether condition (26) is readily met for some 
electrons in the energy distribution: only moderate gains can be obtained before breakdown, 
except under very special conditions·29

). A cylindrical coaxial geometry allows one to 
overcome the quoted limitations (Fig. 48). A thin metal wire is stretched on the axis of a 
conducting cylinder and insulated from it so that a difference of potential can be appli< ' 
between the electrodes. The polarity is chosen so that the central wire is positive in 
respect to the outer cylinder. The electric field in the system is a maximum at the sur-
face of the anode wlre and rapidly decreases, as r- 1 , towards the cathode; 
wires, very high values of the field can be obtained close to the anode. 

using thin 
The operation of 

the counter will then be as follows. In most of the region where the charges are produced 
by the primary interaction processes, the electric field only makes electrons drift towards 
the anode and, of course, positive ions towards the cathode. But very close to the anode, 
nonnally_ ~t ~ few w~t:"~- ra~ii_!_ the field gets strong enough so that rultiplication starts; 
a typical drop-like avalanche develops with all electrons in the front and ions behind. 

Fig. 48 

E 

...... • 1/ r 

a r 

The coaxial cylindrical proportional counter, 
and the shape of the electric field around the 
thin anode. Only very close to the anode the 
field grows high enough to allow avalanche 
multiplication.-
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b c d e 

Time development of an avalanche in a proportional counter 30 ). A single 
primary electron proceeds towards the anode, in regions of increasingly 
high fields, experiencing ionizing collisions; due to the lateral dif­
fusion, a drop-like avalanche, surrounding the wire, develops. Electrons 
are collected in a very short time (1 nsec or so) and a cloud of positive 
ions is left, slowly migrating towards the cathode. 

Because of lateral diffusion and the small radius of the anode, the avalanche surrounds the 

wire as shown in Fig. 49 30
); electrons are collected and positive ions (half of them 

produced in the last mean free path) begin to drift towards the cathode. 

Figure 50 shows how the detected charge depends on the potential difference V0 between 

anode and cathode. At very low voltages, charges begin to be collected but recombination 

is still the dominant process; then full collection begins and the counter is said to 

operate in the ionization chamber mode. At a certain voltage, called threshold voltage VT, 

10~ 
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Fig. 50 Gain-voltage characteristics for a 
proportional counter, showing the 
different regions of operation 
(from W. Price, see bibliography 
for Sections 2 and 3). 
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the electric field close to the surface of the anode is large enough to begin the process 
of multiplication. Increasing V0 above VT, gains in excess of 10~ can be obtained, still 
having the detected charge proportional, through a multiplication factor M, to the original 
deposited charge. At even higher voltages, however, this proportionality is gradually lost, 
as a consequence of the electric field distortions due to the large space charge built around 
the anode. This region of limited proportionality eventually ends in a region of saturated 
gain, where the same signal is detected independently of the original ionizing event. Pro­
ceeding even further, the photon emission process outlined in Section 4. 7 begins to propagate 
avalanches in the counter, and the full length of the anode wire is surrounded by a sheath 
of electrons and ions: this is the typical Geiger-r-.lUller operation. 

In the development of multiwire proportional chambers, in order to reduce the cost and 
complexity of the eLectronics, very often one tends to work at the highest possible gains, 
without entering into the Geiger-MUller region which would intro~ce prohibitive dead-times 
for the counter. (see later), i.e. either in the semiproportional or in the saturated mode. 
The maximum amplification is limited, of course, by discharge or spark breakdown; the maxi­
mum gain that can be obtained before breakdown depends on the gas used (see later). 

Let a and b then be the radii of anode and cathode; at a distance r from the centre, 
the electric field and potential can be written as 

CVo 1 
E(r) = 2TICo r 

CVo ln _r V(r) =-2nE. 0 a 

(27) 

where C ln (b/a) ' 

V
0 

= V(b) is the over-all potential difference and V(a) = 0; C is the capacitance per unit 
length of the system and c 0 is the dielectric constant (for gases c 0 "8.85 pF/m). Following 
Rose and Korff

27
'

31
) we will compute the multiplication factor of a proportional counter, 

within the limits of the approximation (25). If 1/a is the mean free path for ionization, 
the average energy E. obtained by an electron from the electric field between collisions is 
E/a; using the explicit value of E and expression (25) one gets 

c = 

and therefore 

a(r) 

-/ cv, l 
2iiEol<N r 

kNCVo l 
-z:n:£0 r (28) 

The multiplication factor can then be obtained from the definition (24). To fix the limits 
of integration, we will assume that avalanche multiplication begins at a distance rc from 
the centre, where the electric field exceeds a critical value Ec: 

M = exp [ r a(r) dr] (29) 
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Recalling the definition of threshold voltage VT, one can l<rite 

and 

Substituting Eq. (28) in Eq. (29), integrating and using Eq. (30) one gets to the two 

alternative expressions: 

or 

(30) 

(31) 

(31') 

For V
0 

>> Vr, the gain is seen to depend exponentially on the charge per unit length Q = CVo; 

M=Ke010 , (32) 

having introduced expression (30) in (31) and approximating the term in parenthesis to 
V: ' (V

0
/Vrl 2 Once the threshold voltage has been determined, using the value of k given in 

Table 5, the multiplication factor can be computed and compared with the measurements; 

Figure 51 (from Ref. 31) shows that the agreement is excellent at least for moderate gains. 
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For higher values above 10 4 
, the approximation used for et is not justified; in Ref. 25 

a summary of calculations by different authors is given. For a qualitative understanding of 
the proportional counters' operation, however, either expressions (31), (31') or (32) are 
quite sufficient. 

5.2 Time development of the signal 

We can now analyse in detail the time development of the avalanche and of the detected 
signal. As shown in Fig. 49, the whole process ~egins at a few wire radii, i.e. typically 
at less than 50 ~m from the anode surface. Taking a typical value of 5 cm/~sec for the 
drift velocity of electrons in this region, it appears that the whole process of multipli­
cation will take place in less than 1 nsec: at that instant, electrons have been collec­
ted on the anode and the positive ion sheath will drift tmvards the cathode at decreasing 
velocity. The detected signal, negative on the anode and positive on the cathode, is the 
consequence of the change in energy of the system due to the movement 
electrostatic considerations show that if a charge Q is moved. by dr, 
capacitance tC (tis the length of the counter), the induced signal is 

n dV dv = __,__ = dr Q.CV0 ur 

of charges. Simple 

in a system of total 

(33) 

Electrons in the avalanche are produced very close to the anode (half of them in the last 
mean free path); therefore their contribution to the total signal will be very small: 
positive ions, instead, drift across the cotDlter and generate most of the signal. Asstuning 
that all charges are produced at a distance A from the wire, the electron and ion contri­
butions to the signal on the anode will be, respectively, 

and 

v 

b 

v+ = _!L J K.V0 
a+A 

dV dr 
Or 

Q 
1 

a + A 
2TIEoi n --a-

The total maximm signal induced on the anode is seen to be 

and the ratio of the two contributions is 

v -= 
+ 

v 

ln (a + A) - ln a 
ln b - ln (a + A) 

Typical values for a counter are a = 10 ~m, A = 1 ~m, and b = 10 mm; substituting in the 
previous expression one finds that the electron contribution to the signal is about 1% of 
the total. It is therefore, in general, neglected for all practical purposes. The time 
development of the signal can easily be computed assuming that ions leaving the surface of 
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the wire with constant mobility are the only contribution. In this case, integration of 

formula (33) gives for the signal induced on the anode 

t 

v(t) -f dv = - __Q__ ln r(t) 
21TE:o£. a 

From the definition of mobility, Eq. (11), it follows that 

and therefore 

r 

J r dr 

a 

dr 
;tt= 

t 
_ l.l+CVo J 
- ZnsoP dt 

0 

or r(t) 
' 

(
a'+ ~+CVo t)' . 

TfE:OP 

Substituting in Eq. (34) one gets 

v(t) - __Q__ ln 1 + ~ CVo t = - __Q__ ln 1 + _!_ 
( + ) ( J 

41Tso£. TIEoPa 2 4TTE::o£. to. 

The total drift time of the ions, T, is obtained from the condition r(T) 

T TIEoP(b 2
- a2 ) 

ll +CVo 

(34) 

(35) 

b, and is 

(36) 

and it is easily seen that v(T) = -Q/£C as it should be. As an example, let us consider an 

argon-filled counter under normal conditions, and with a = 10 ~' b = 8 mm; it follows from 

Eqs. (27) that C = 8 pF/m. From Table 2, ~+ = 1.7 em' sec- 1 v- 1 atm- 1 ; for a typical opera­

tional voltage V
0 

= 3 kV, one gets T = 550 ~sec. The time growth of the signal is very fast 

at the beginning, as shown in Fig. 52; from Eq. (35) one can see that 

100 200 300 400 500 T 

T=IOOfLsec 

-V (t) 

Fig. 52 Time development of the pulse in a proportional counter; 
T is the total drift time of positive ions from anode to 
cathode. The pulse shape obtained with several differ­
entiation time constants is also shown. 
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hence half of the signal is developed after one thousandth of the total time, about 700 nsec 
in the example. It is therefore normal practice to terminate the counter with a resistor R, 
such that the signal is differentiated with a time constant T = RC; very short pulses can be 
obtained using low impedance tenninations, with the aim of increasing the rate capability of 
the counter (see. below). The figure shows some examples of pulse shape obtained by differen­
tiation. At the limit for R 7 0, one speaks rather of a current signal than a voltage; this 
is given by 

i(t) £C dv(t) = _ ~ _l_ -cnr- 4nEo to + t 

The current is maximun for t 0: 

Substituting the numerical values of the previous example, and assuming Q = 10 6e, (where e 
is the electron charge) one gets ~ = 13 ~. which is a typical value for the operation of 
multiwire proportional chambers. 

5.3 Choice of the gas filling 

Since avalanche multiplication occurs in all gases, virtually any gas or gas mixture 
can be used in a proportional counter. In most cases, however, the specific experimental 
requirements restrict the choice to several families of compounds; lrnv working voltage, 
high gain operation, good proportionality, high rate capabilities, long lifetime, fast re­
covery, etc., are examples of sometimes conflicting requirements. In what follows, we will 
briefly outline the main properties of different gases in the behaviour of the proportional 
counter; a more detailed discussion can be found in the bibliography for this section (in 
particular in the book by Korff). 

Comparison of Figs. 44 and 47 shows that avalanche multiplication occurs in noble 
gases at much lower fields than in complex molecules: this is a consequence of the many 
non-ionizing energy dissipation modes available in polyatomic molecules. TI1erefore, con­
venience of operation suggests the use of a noble gas as the main component; addition of 
other components, for the reasons to be di~cussed below, will of course slightly increase 
the threshold voltage. The choice within the family of noble gases is then dictated, at 
least for the detection of minimt.un ionizing particles, by a high specific ionization; with 
reference to Table 1, and disregarding for economic reasons the expensive xenon or krypton, 
the choice falls naturally on argon. An argon-operated counter, however, does not allow 
gains in excess of 10 3-10 4 without entering into a permanent discharge operatlon; this ls 
for the following reasons. During the avalanche process, excited and ionized atoms are 
fanned. The excited noble gases can return to the grmmd state only through a radiative 
process, and the minimum energy of the emitted photon (11.6 eV for argon) is well above tl1e 
ionization potential of any metal constituting the cathode (7.7 eV for copper). Photo­
electrons can therefore be extracted from the cathode, and initiate a new avalanche very 
soon after the primary. 

Argon ions, on the other hand, migrate to the cathode and are there neutralized 
extracting an electron; the balance of energy is either radiated as a photon, or by secon­
dary emission, i.e. extraction of another electron from the metal surface. Both processes 
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result in a delayed spurious avalanche: even for moderate gains, the probability of the 

processes discussed is high enough to induce a permanent regime of discharge. 

Polyatomic molecules have a very different behaviour, especially when they contain 

more than four atoms. The large amount of non-radiative excited states (rotational and 

vibrational) allows the absorption of photons in a wide energy range: for methane, for 

example, absorption is very efficient in the range 7.9 to 14.5 eV, which covers the range 

of energy of photons emitted by argon. This is a conunon property of most organic compmmds 

in the hydrocarbon and alcohol families, and of several inorganic compounds like freons, 

002 , BF3 and others. The molecules dissipate the excess energy either by elastic colli­

sions, or by· dissociation into simpler radicals. The same behaviour is observed when a 

po-lyatomic ionized molecule neutralizes at the cathode: secondary emission is very unlikely. 

In the neutralization, radicals recombine either into simpler molecules (dissociation) or 

forming larger complexes (polymerization). Even small amounts of a polyatomic quencher 

added to a noble gas changes completely the operation of a counter, because of the lower 

ionization potential that results in a very efficient ion exchange (see Section 4.2). Good 

photon absorption and suppression of the secondary emission allows gains in excess of 106 

to be obtained before discharge. 

The quenching efficiency of a polyatomic gas increases with the number of atoms in the 

molecule; isbbutane (C4H10 ) is very often used for high-gain stable operation. Secondary 

emission has been observed, although with low probability, for simpler molecules like carbon 

dioxide, which may therefore occasionally produce discharge. 

Addition of small quantities of electronegative gases, like freons (CF3Br in particular) 

or ethyl bromide (C,HsBr) allows one to obtain the highest possible gains before Geiger­

MUller discharge, i.e. saturated operation (see Section 5.1). Apart from their additional 

photon-quenching capability, the electronegative gases capture free electrons forming ne­

gative ions that cannot induce avalanches (at least in the field values normally met in a 

proportional counter) • If the mean free path for electron capture is shorter than the 

distance from anode to cathode, electrons liberated at the cathode by any of the described 

processes will have very little probability of reaching the anode, and gains around 107 can 

be safely obtained before discharge or breakdown. To preserve detection efficiency, how­

ever, only limited amounts of electronegative gases can be used. Unfortunately, the use of 

polyatamic organic gases can have a dramatic consequence on the lifetime of counters, when 

l1igh fluxes of radiation are detected. To start with, the dissociation process, which is 

at the basis of the quenching action, quickly consumes the available molecules in a sealed 

counter. For a gain of 10 6 and assuming there are 100 ion pairs detected in each event, 

about 108 molecules are dissociated in each event. In a typical 10 cm3 counter operated at 

atmospheric pressure in a 90-10 mixture of noble gas and quencher, there are about 10 19 

polyatomic molecules available and therefore a sealed counter is expected to change its 

operational characteristics substantially after about 10 1 0 counts. As we will see later, 

multiwire proportional chambers are normally operated in an open flow of gas, essentially 

because the necessity for large surfaces of detection with thin gas windows does not allow 

efficient sealing, and therefore gas consumption is not a problem. However, we have seen 

that some products of molecular recombination are liquid or solid polymers. These products 

will deposit on cathodes and anodes, depending on their affinity,' and substantially modify 

the operation of the counter after integral fluxes of radiation around 10 7-10 8 counts per 
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cm2
• The following process takes place (Malter effect)''). When a thin layer of insulator 

develops on the cathode, as a result of the deposit of polymers, positive ions created in 
further avalanches deposit on the outer side of the layer and only slowly leak through the 
insulator to be neutralized on the cathode. When the detected radiation flux grows above 
a threshold value (10 2 or 10 3 counts per second per cm2

) the production rate of the ions 
exceeds the leakage rate and very quickly a high density of charge develops across the thin 
layer. The dipole electric field can be so high as to extract electrons from the cathode 
and through the insulator: a regtme of permanent discharge is therefore induced, even if 
the original source of radiation is removed. Temporary suppression of the counter voltage 
stops the discharge; the counter, l1owever, remains damaged and an exposure to lower and 
lower radiation fluxes will start the process again. Only complete cleaning can regenerate 
a damaged counter. 

Flows of 10 8 counts per cm2 are very quickly met in high-energy beams having typical 
intensities of 10 6/sec cm2

• Use of non-polymerizing quenchers, like alcohols, aldehydes, 
and acetates, was soon recognized to strongly suppress the ageing effect; however, their 
low vapour pressure as compared with hydrocarbons does not allow one to obtain an efficient 
quend1ing against photoionization and secondary emission (for example, isopropylic alcohol 
has a vapour pressure, at 20°, of 30 Torr). A solution to the dilemma has been found by 
taking advantage of the ion exchange mechanism already mentioned several times. If a non­
polynlerizing agent is chosen having its ionization potential lower than those of the other 
constituents of the gas mixture, addition of even a small quantity of the new quencher will 
modify the nature of the ions neutralized at the cathode into a non-polymerizing species. 
Propylic alcohol [C3H,OH] and methylal [COCH3 ) 2 CH2 ] are often used, having ionization po­
tentials of 10.1 and 9.7 eV, respectively. Integrated rates in excess of 10 10 counts per 
cm 2 have been measured, without alteration of the counter properties 33

). 

Use of a single inorganic quenching gas, like carbon dioxide, would of course avoid 
the ageing effect; the quoted instability.of operation at high gains of argon-carbon 
dioxide counters, however, limits their use. Incidentally, radiation damage of carbon 
dioxide counters has been reported, probably as a result of a small amount of polluting 
agents in the gas 34 , 35 ). Use of gas mixtures of three or four components may appear to be 
a nuisance, but in practice the advantages of having a high gain, stable operation in a 
large multiwire proportional chamber complex widely counteract the mixing problems. 

5.4 Space-charge gain limitation 

The growth in the avalanche process of a pos1t1ve ion sheath around the wire has as a 
consequence the local reduction of the electric field; the normal field is completely 
resto.red only when all ions have been neutralized at the cathode (i.e. after several 
hundred vsec). When the counter is operated in the proportional or semiproportional mode, 
the extension of the avalanche along the wire is very small, between 0.1 and 0. 5 rrnn, and 
therefore the field modification is confined to a small region of the counter. In Geiger­
Miller operation, on the other hand, the avalanches spread all along the wire and the field 
in the whole counter is distorted: for several hundred vsec no further detection is 
possible. 

When a counter is operated in a proportional mode, the effect of a uniformly distri­
buted flow of radiation is to reduce the average gain. Figures 53 and 54 show the 
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- 50 -

pulse-height reduction due to space charge, as measured in a drift chamber for 55Fe 5.9 keV 
X-rays and for minimum ionizing particles 9 ). The incident fluxes are given in counts per 
second per millimetre of anode wire; the corresponding surface rate can be obtained taking 
into account the counter geometry. Following the fonmulation of Hendricks 36

), one can com­
pute the approximate change in the anodic potential Vo due to a flux R of ionizing events, 
each producing nMe charges in the avalanche, 

where T is the total drift time of positive ions, as given by Eq. (36). Introducing 
Eq. (37) into the dependence of the multiplication factor on the voltage, one can obtain 
the corresponding change in the gain. This could be done using expression (31); however, 
it appears that in the region of gain values we are normally concerned with (10 6 or more), 
the simpler expression for M given by formula (32) can be used; in this case M0 = K ecv0 

and M = Mo e-~v. Substituting this in Eq. (37) one gets 

~v e~v = KMoR 

which, for small variations of ~V (e~V = 1) gives ~V = Kl-loR and 

The exponential decrease in the multiplication factor with the rate is precisely what has 
been observed (see Figs. 53 and 54), at least for moderate rates. At higher rates, e~V > 1 
and therefore ~V < KM0 R; then the decrease of the gain with rate is less than exponential 
as shown by the data. A practical consequence of a gain decreasing with the rate is, of 
course, loss of efficiency when operating at fixed detection thresholds, as is the case in 
multiwire proportional chambers. We will come back to this point in Section 6. 

6. MULTIWIRE PROPORTIONAL CHAMBERS 

6.1 Principles of operation 

Proportional counters have been and are widely used whenever measurement of energy loss 
of radiation is required. The space localization capability of a counter is, however, limited 
to the determination that a particle has or has not traversed the counter's volume. Stacking 
of many independent counters is possible, but is not very attractive mechanically. There was 
a vague belief that multiwire structures in the same gas volume would not properly work, be­
cause the large capacitance existing between parallel non-screened wires would cause the 
signal to spread, by capacitive coupling, in all wires, therefore frustrating any localiza­
tion attempt in the structure. It was the merit of Charpak and collaborators to recognize 
that the positive induced signals in all electrodes surrounding the anode interested by an 
avalanche largely compensate the negative signals produced by capacitive coupling; these 
authors operated in 1967-68 the first effective multiwire proportional chambers 1

), which com­
prised a set of anode wires closely spaced, all at the same potential, each wire acting as 
an independent counter. 
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A multiwire proportional chamber consists essentially of a set of thin, parallel and 

equally spaced anode wires, symmetrically sandwiched between two cathode planes; Fig. 55 

gives a schematic cross-section of the structure. For proper operation, the gap i is nor­

mally three or four times larger than the wire spacing s. When a negative potential is ap­

plied to the cathodes, the anodes being grounded, an electric field develops as indicated 

by the equipotentials and field lines in Fig. 56 and in a magnified view around the anodes, 

in Fig. 57 37
). Suppose now that charges are liberated in the gas volume by an ionizing 

event; as in a proportional counter, conditions are set such that electrons will drift along 

field lines until they approach the high field region, very close to the anode wires, where 

avalanche multiplication occurs; Fig. 58 38
) shows the variation of the electric field along 

a direction perpendicular to the wire plane, for a typical multiwire proportional chamber. 

Fig. 55 

y 

• • • • • 
X ·--

Principle of construction and de­
finition of parameters in a multi­
wire proportional chamber. A set 
of parallel anode wires is mounted 
symmetrically between two cathode 
planes (wires or foils). 

Fig. 56 
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Electric field equipotentials and 
field lines in a multiwire propor­
tional chamber. The effect on the 
field of a small displacement of 
one wire is also shown37

). 

Fig. 57 Enlarged view of the field around the anode wires (wire 
spacing 2 mm, wire diameter 20 vm) 3 7 ) 
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Variation of the electric field along the axis per­
pendicular to the wire plane and centred on one wire 
in a multiwire proportional chamber (x), and along 
the direction parallel to the wire plane (y) 38 ) 

The analytic expression for the electric field can be obtained by standard electrostatic 
algorithms, and is given in many textbooks 39 '~ 0 ). An approximated expression has been given 
by Erskine 37

), who also computed the field deformations due to wire displacements. 

With the definitions of Fig. 55 and requiring V(a) = V0 , V(£) = 0, one gets 

V(x,y) = 4~00 { 
2:£ -ln H sin2 

"; + sinh2 !If]]} 
(38) 

cv, ( me E(x,y) = -- 1 + tg 2 
..:.._ tgh2 

2s 0 s s 

and the capacitance per unit length is given by 

c 
(nt/s) - ln (2na/s) (39) 

where a is the anode wire radius. Notice that, since a << s, the value given by Eq. (39) is 
always smaller than the capacity of the plane condenser with the same surface (2o 0s/t). Com­
puted values of C are given in Table 6 for several typical geometries; in general, one can 
see that the capacitance is quickly decreasing.with the wire spacing, while it does not de­
pend very much on the wire diameter. Along the symmetry lines x = 0 and y = 0, the electric 
field can be written as 

E E (0 ,y) CVo 2'.2': = -- coth y 2e: 0 s s 

Ex E(x,O) 
CVo ·nx 

= -- cotg-Ze:os s 
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Table 6 
Capacitance per unit length, in pF/m, for several 

proportional chambers' geometries 

~ 2a s (nnn) 

(nnn) (Jlm) l 2 3 5 

10 1.94 3.33 4.30 5.51 

8 20 2.00 3.47 4.55 5.92 

30 2.02 3.56 4.70 6.19 

,10 3.47 5.33 6.36 7.34 

4 20 3.63 5. 7l 6.91 8.10 

30 3.73 5.96 7.28 8.58 

It is also instructive to consider the following approximations: 

for y << s E (x,y) " 
cv, l (x' + y') lj, r " 
2trE 0 r 

for y coth ~ " l Ey 
CVo 

? s : = 2E 0S s 

(40) 

(41) 

Equation (40) shows that the field is radial around the anode, with an expression identical 

to that of a cylindrical proportional counter, Eq. (27). One can therefore use the main 

results obtained in Sections 5.1 and 5.2 to discuss the operational characteristics of a 

multiwire proportional chamber, provided that the correct value for the capacity per unit 

length is used. 

6.2 Choice of geometrical parameters 

The accuracy of localization in a multiwire proportional chamber is obviously determined 

by the anode wire spacing; spacings of less than 2 mm are, however, increasingly difficult 

to operate. One can understand the reasons by inspection of the expressions (40) and (41) 

and of the approximate multiplication factor, expression (32). For a fixed wire diameter, 

to obtain a given gain one has to keep the charge per unit length CV 0 constant, i.e. increase 

V0 when s (and therefore C) is decreased. For example, going from 2 to l mm spacing Vo has 

to be almost doubled (see Table 6). At the same time, however, the electric field in the 

drift region is also doubled; the chance tHat some drifting electrons meet the Raether con­

dition (26) is strongly increased. Practical experience has shown that, if 2 mm wire spacings 

are possible, 1 rnm wire spacings are rather hard to operate for surfaces larger than 100 cm2 

or so. Decreasing the wire diameters helps, but there are obvious mechanical and electro­

static limitations (see Section 6.4). Notice that scaling down all geometrical parameters 

(i.e. the distance and diameter of the wires, and the gap) is not sufficient to preserve good 

operation: in fact, the mean free path for ionization remains invariant, unless the gas pres­

sure is correspondingly increased. Work in this direction has been carried out to obtain good 

accuracies over small surfaces 41
). 



- 54 -

Fig. 59 Dependence of the multiplication factor on 
the operational voltage, relative to the thresh­
old voltage, in a 2 mm spacing multiwire propor­
tional chamber with several wire diameters 
[computed from expression (31)]. 

Let us now investigate the influence of the wire diameter, on a given geometry. Figure 59 
shows how the gain varies, as a function of the ratio V0 /VT, for an s = 2 rnm, £ = 8 mm chamber 
with several anode radii; the approxtmate expression (31) has been used, with the correct 
value for Cas given by formula (39) for each geometry and for argon (k = 1.8 x l0- 21 m2 v- 1). 

Clearly, although in principle any wire diameter allows one to obtain any gain, the steeper 
slope obtained for large diameters means a much more critical operation. We can represent the 
effect of all mechanical and electrical tolerances (see the next section) as a widening of 
the lines drawn in the figure into narrow bands; for a given V0/Vr, the multiplication factor 
will vary, across the chamber, between two extremes. The steeper the slope of a given band, 
the more likely it is that one section of a chamber will begin to discharge when another sec­
tion is not yet properly amplifying. Obviously, however, thick anode wires are easier to 
handle than thin ones and a compromise has to be found; diameters around 10 ~m are a prac­
tical ltmit, while that of 20 ~ is more frequently used. 

6.3 Dependence of the gain on mechanical tolerances 

The gain of a chamber at a given operational voltage depends on the detailed shape and 
value of the electric field in the multiplication region and can therefore change along a 
wire or from wire to wire as a consequence of mechanical variations. The max~um tolerable 
differences in gain depend, of course, on the specific application: in pulse-height mea­
suring devices, requirements are much more severe than in threshold-operated chambers. 

A detailed analysis of the gain variations due to several kinds of mechanical tolerances 
") - 42) can be found in Erskine and Dimcowski . Here we would like to give only a qualitative 
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formulation, based on the approximated expression (32) for the multiplication factor. Let 

Q = CV 0 be the charge per unit length of the wires; differentiation of Eq. (32) gives 

!fi lnM~. (42) 

The problem of gain variation is therefore reduced to the calculation of the change in the 

wires' charge. 

Recalling the expression for the capacitance per unit length C in a proportional chamber, 

Eq. (39), we can compute the effect of a uniform change in the wire radius l!ia and in the gap 

6~ 

(43) 

Consider, for example, a typical t = 8 mm, s = 2 mm chamber with Za 

gain around 10 6
• The gain variation will be 

20 um operating at a 

and l!iM , 12 M 
M ~ 

Typical diameter variations armmd l% have been measured on standard 20 l.llil wires, which re­

sult in a 3% change in gain, while a 0.1 mm difference in the gap length results in about 

15% gain change. 

The effect of a displacement of one wire in the wire plane is also a change in the 

charge, in the displaced wire as well as in its neighbours. Erskine 37 ) has computed the re-

lative charge modification for a displacement of a wire (wire 0) both 

directions (see Fig. 55 for the definition of the reference system). 

cal chamber geometry are shown in Figs. 60 a and b. It appears that 

in the x and in the y 

The results for a typi­

a 0.1 mm displacement 
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tion. The change in the charge of the neighbouring ~ires is also shown. 
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of a wire in the wire plane results in an B% change in the charge of the two adjacent wires, 
and from Eq. (42) this means, at gains around 106

, more than a 100% change! This is obviously 
the most critical parameter in chambers' construction. To achieve a 20-30% maximum gain vari­
ation, tolerable in most cases, a spacing accuracy of ±20 urn (or 1%) is therefore required. 

Expression (42) can also be used to estimate the variation of the multiplication factor 
with the operational 
at gains around 10 6 • 

voltage V0 ; a 1% change in V0 results in an increase of about 15% in M 
Practical experience shows that, with normal mechanical tolerances and 

for medium-size chambers, an over-all gain variation around 30-40% can be expected, and this 
has to be taken into account when designing the detection electronics. 

6.4 Electrostatic forces 

In a structure like that of a multiwire proportional chamber, the anode wires are not 
in a stable equilibrium condition when a difference of potential is applied. In fact, as­
suming that one wire is slightly displaced from the middle plane, it will be attracted more 
to the side of the displacement and less to the oth~r, and the. movement would continue in­
definitely if there was no restoring force (the mechanical tension on the wires). It has 
been observed in large size chambers (1 m or more) that, above a certain value of the opera­
tional voltage, the wires are unstable and the new equilibrium has all wires alternatively 
displaced up and down, as shown in Fig. 61. Following Trippe 43

) we can compute the critical 
length of a chamber for wire stability. Assuming a radial field as given by Eq. (40), not 
modified by the small displacement 0, the force between two equal linear charges CV 0 at a 
distance r, per unit length, is 

F(r) = (CVo)' l 
2TI£o r 

and, from Fig. 61 and approximating the tangents to the arcs, the total force on a given wire, 
per unit length, in the direction normal to the wire plane, is 

L F , 2 (CV,)' {l ~ 
.L 2TI£o s s 

+_.!__~+ 
3s 3s 0 0 0} = 

• 

Fig. 61 

·-~-.-}a 

Electrostatic instability in multi­
wire proportional chambers. The 
wires are shown alternatively dis­
placed by a quantity 8 from the 
central plane. 
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If T is now the mechanical tension of the wire, the restoring force, in the direction per­

pendicular to the wire plane and per unit length, is 

R 

where 6 = 6(x) is the displacement of the wire along its length, with the conditions 

6(0) = 6(L) = 0 if L is the total wire length. For equilibrium, therefore, one must have 

R = -I FP or 

d 2 6 (CVo) 2
TI 6 

T dx.Z = - 4£o 52 

The equation has the solution 

6(x) = 60 sin(~&r xj 

and the boundary condition 6(L) = 0 means 

'Ofo jTT 
:2:5 V EoT L = TI or T = _l_ (CV'Ll' . 

4Tr£o s 

For tensions larger than this, no solution is possible other than O(x) = 0, which means that 

the wires remain stable. The required stability co~ition is, therefore, 

2 

T > T = _1_ (CV0L) 
- c 4m:o s 

or, for a given maximum tension TM allowed by the elasticity module of a given wire, the 

critical stability length is 

Table 7 gives for tungsten wires of several 

diameters the maxTimum mechanical tension that 

can be applied before inelastic deformation. 

As an example, in an s = 2 nnn, Q, = 8 nnn multi­

wire proportional chamber with 20 ~wires, 

the critical length is about 85 em for an opera­

tional voltage V0 = 5 kV (normal for this geo­

metry, see Section 6.5). When larger sizes are 

necessary, same kind of mechanical support has 

to be foreseen for the wires, at intervals 

shorter than Lc 44
'

45
). Using thinner wires, 

if on the one hand one gains in performance 

(44) 

Table 7 

Maximum mechanical tension (in new­
tons) for tungsten wires, as a 

function of their diameter 

Za TM 
(\Jill) (N) 

5 0.04 

10 0.16 

20 0.65 

30 1.45 

as shown above, on the other hand one needs much more closely spaced supports and this is 

a severe mechanical complication and a source of localized inefficiencies. 

Another consequence of electrostatic forces in a multiwire chamber is the over-all 

attraction of the outer electrodes towards the anode plane, and therefore an inflection of 

the cathode planes with a reduction of the gap width in the centre of a large chamber. As 
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we have seen in the previous section, the multiplication factor is very sensitive to the 
gap width and this can be a problem in large size chambers. Taking into account all charge 
distributions in the multiwire chamber structure, one can compute the over-all electrostatic 
force per unit surface, or pressure, on each cathode~ 6 ); the calculation is, however, rather 
tedious. We can reach essentially the same result using the approximated expression (41) for 
the field in the drift volume. The field at the surface of the cathode conductors is then 

E = Ez = CVo 
5 2 4e:os (45) 

Simple charge balance shows that the average charge per unit surface on each cathode is 
CVo/Zs [this can also be deduced from expression (41) if one remembers the basic electro­
static relationship E = o/e: 0]. The electrostatic pressure on each cathode is, therefore, 

czv2 p = __ ,_ 

8e:os 2 (46) 

The limits of validity of this expression 
therefore the charge distribution) on the 

can be found in the requirement that the field (and 
surface of the cathodes from Fig. 56, 

one can see that this assumption is essentially true for chambers 

is constant; 
having >1, >> s. 

The maximum inwards deflection of a square foil of surface H2
, stretched with a linear 

tension T, and subject to a pressure p, is given by 

p H' 
~y = rs (47) 

Combining Eqs. (46) and (47), one cane deduce the maximum deflection for a given chamber 
geometry, or the maximum size for a chamber if a limit is set for the deflection. In case 
of large surfaces, a mechanical gap-restoring spacer may be necessary. 

As an example, let us compute the maximum gap reduction in an s = 2 rnm, 8 rnm gap chamber 
with H = 3 m operating at 4.5 kV; from Table 6 one obtains 

and, from Eq. 
2 x 10 8 N/m2 , 

4 x 10 3 N/m. 

Q = CV
0 

= 1.5 x lo-a C/m 

(46), p = 0.8 N/m 2
• The yield strength of aluminium alloys is around 

and for a 20 ~m thick foil this gives a maxL~um stretching tension T of 
Introducing this value in Eq. (47), one can see that the maximum deflection 

is about 220 ~' which implies a gain increase in the centre of the chamber of about 35% at 
gains around 10 6 (see Section 6.3), in general not tolerable for correct operation. A mechani­
cal gap-restoring device or spacer is necessary; several kind of spacers have been de~ 
veloped47~ 48 ) but they are, of course, a source of inefficiency. 

6.5 General operational characteristics: 
proport1onal and sem1-proportional 

A large variety of gases and gas mixtures is currently u_sed in multiwire proportional 
chambers. Except for special applications (for example, high densities or very good pro­
portionality) all mixtures are more or less equivalent, in terms of performances, at least 
for moderate gains. Exceptionally large gains are, however, possible only in several speci­
fic mixtures containing an electronegative controlled impurity. 
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A general discussion on gases for proportional counters was given in Section 5.3; here 
we will present only a collection of exper~ental observations. A stable proportional or 

semi-proportional operation can be achieved in mixtures of argon or xenon with carbon dioxide, 
methane, isobutane, ethylene, ethane, etc; gains above 10 5 can be obtained before breakdown. 

For a typical energy loss of 6 keV this implies (see Table 1) a charge signal around 3 pC, 
or 300 mV on a 10 pF load. A collection of measured average pulse heights on ''Fe X-rays 
on a very large impedance (100 kQ) is shown in Figs. 62 and 63 ••J, for mixtures of argon-

600 

3000 

Pu~~t'tt 
milliYOlts 

HIGH VOLTAGE 

CO,oA) 
(2mm wirto spacing) 

25*fo 

Volts 

Fig. 62 Peak pulse height on 55Fe 5.9 keV X-rays, in a 2 mm wire spacing 
chamber for several argon-carbon dioxide mixtures (on 100 kQ)~ 9 ). 

Pulse !wight 
millivolts 

(Jsobuta~oArgon) 

(2mm wtr. spacing} 

HIGH YOI..TAGE 

40"1. 

.. ,. 

Volt• 

Fig. 63 Peak pulse height on 55Fe in a 2 mm wire spacing chamber for 
several argon-isobutane mixtures (on 100 kn) 49

). 
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a) b) 

Fig. 64 Pulse-height distribution in the proportional region for 55Fe 5.9 keV X-rays (a) 
and for minimum ionizing particles (b) in a standard t = 8 mm, s = 2 rom wire chamber. 
The horizontaL scale corresponds to about 1 mV/div. (on 1 k.ll). 

carbon dioxide and argon-isobutalle, respectively. In Fig. 64 the actual pulse-height distri­
butions are shown as measured under identical conditions for 5.9 keV X-rays (Fig. 64a) and 
for minimum ionizing particles (Fig. 64b) in a 2 x 8 mm gap chamber, operating with a 60-40 
argon-isobutane mixture. As from the considerations of Section 2 and from Table 1, in the 
quoted geometry the average energy loss of mintmum ionizing particles is also around 6 keV, 
the characteristic Landau distribution of pulse height is, however, observed. In both cases, 
the horizontal scale is about 1\lA/div., or 1 mV/div. on a 1 kll load. Full efficiency of detec­
tion for minimum ionizing particles can be obtained with an electronic threshold around one 
tenth of the peak amplitude, i.e. about 0.5 mV on 1 kll; this is a typically adopted value 
for operation in the porportional region. Notice also in Fig. 64a the characteristic 3.2 keV 
escape peak of argon. 

Figure 65 shows the approximate limits of operation of a standard 8 rnm gap, 2 mm spacing 
chamber for argon-isobutane and argon-carbon dioxide mixtures; the beginning of the plateau 
is, of course, determined by the detection electronics' threshold, 0.5 rnV in this case. 

w 
z 
<[ ... 
" "' 0 
V> 

50 

Fig. 65 

ARGON~ ISOBUTANE 

beginning of 
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4000 6000 
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roportionolity 
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vo )f s 

HIGH VOLT AGE 

ON 

u 

100 

beginning 

of 
plot 

4000 
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6000 volts 

HIGH VOLTAGE 

Approximate limits of operation of an 8 mm gap, 2 mm wire spacing chamber, as a 
function of isobutane and carbon dioxide content in argon~ 9 J. 
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~ B F 
(\ 

Timing properties of a multiwire proportional chamber 38 ). Depending on where the 
original charge has been deposited, one can distinguish a "fast" region A, a "drift" 
region C, and an intermediate region B contributing to the tail in the fast region 
time distribution. 

The timing properties of a proportional chamber are determined by the collection time of 

the electrons produced by the ionizing track; the peculiar structure of the electric field 

arormd the wires allows the separation of three regions, indicated ~s A, B, and C in Fig. 66'. 

Electrons produced in region A are quickly collected (typical drift velocities in this region 

of high fields are above 5 cm/wsec); tracks crossing the low field region B, however, will 

produce a characteristic tail in the time distribution. Electrons produced in region C, on 

the other hand, smoothly drift to the anode where they are amplified and collected. The time 

resolution of a chamber is defined as the minimum gate width necessary on the detection elec­

tronics for full efficiency; it is of around 30 nsec for a 2 mm spacing chamber. Figure 67 

shows the typical time distribution observed in such a chamber, when all wires are connected 

together (meaning that each track crosses region A orB of at least one wire), while Fig. 68 

shows the same spectrum for a single wire and an inclined beam: the long uniform tail in this 

case corresponds to tracks crossing region C of the considered wire. When detecting tracks 

not perpendicular to the chamber, the number of wires hit on each track (or cluster size) will 

obviously depend on the time gate on the associated electronics. If the gate length is the 

Fig. 67 

~ 

10 nsec 

Typical time distribution measuYe­
ment in a chamber when all wires 
are connected together (total OR) 

Fig. 68 

100 nsec 

Typical time distribution measured 
on a single wire for an inclined 
beam of minimum ionizing electrons. 
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A- C02 

4.5 kV 

Number of wires 

Average cluster size as a function of the 
incidence angle (0° means a track perpendi­
cular to the wire planes) for a large time 
gate width49 ) 

minTinum allowed by the requirement of full efficiency (around 30 nsec), the cluster size 
will be of one or two wires in a ratio depending on the angle; if, one the other hand, the 
gate length corresponds to the maximum drift time from region C (about 200 nsec for an 8 mm 
gap), the cluster size will correspond to the maximum allowed by geometry. Figure 69 shows 
the measured average cluster size as a ftmction of the angle of incidence of the tracks (a= 0° 
means tracks perpendicular to the wires plane) for a large gate width. A detailed discussion 
on cluster size and efficiency can be found in Fischer et al. so). 

6.6 Saturated amplification region 

Addition to a proportional gas mixture of small quantities of electronegative vapours, 
like freon (CF,Br) or ethylbromide (C 2H5Br) allows the multiplication factor to be pushed to 
values as high as 107 before breakdown, at the same time obtaining a saturated gain con­
dition, i.e. a pulse-height distribution which is entirely independent of the amount of charge 
lost in the ionizing event. This particular behaviour was first noticed by Charpak and col­
laborators~9) in the so-called 'IDagic gas", argon-isobutane-freon in the volume proportions 
70-29.6-0.4. The appearance of saturation in these conditions is illustrated by Fig. 70, 
where the pulse-height spectra for minimum ionizing electrons and 5.9 keV photoelectrons are 
compared at increasingly high operational voltages. In Fig. 70a, the amplification is still 
proportional (the lower peak corresponds to fast electrons), in Fig. 70b saturation appears 
and it is full in Fig. 70c. It has been proved that, under these conditions, one single 
photoelectron provides the full pulse height''). Notice that the horizontal scales in the 
three pictures are not the smae, owing to the large increase in the multiplication factor. 
In Fig. 70c, the peak pulse height corresponds to about SO vA, or SO mV on l kQ; thresholds 
of detection around 5-10 uA are sufficient for full efficiency. Notice also, comparing 
Figs. 70c and 64b, the reduced dynamic range of saturated pulses: this is greatly reducing 
the overload recovery time problems of the electronics. 
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a) HV 4100 V 

b) HV 4300 V 

c) HV 4500 V 

Pulse-height spectra measured in a 5 mm gap, 2 mm 
wire spacing multiwire chamber for 5 5Fe X-rays and 
minimum ionizing electrons at increasing anodic volt­
ages, in 11magic" gas, showing the pulse-height satura­
tion effect 36 ). Notice that the horizontal scales in 
the three pictures do not coincide (the average pulse 
height is increasing by more than one order of magni­
tude from (a) to (c), 
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Typical efficiency plateau and noise rate 
versus high ·voltage for an 8 mm gap, 2 mm 
wire spacing chamber, operating with magic 
gas and 5 mV (on 1 kn) detection thresholds 45

) 

Figure 71 shows a typical efficiency plateau for minimum ionizing particles, of a multi­
wire proportional chamber operated with magic gas; the average wire noise rate, i.e. the 
cotmting rate in the absence of radiation, is also indicated. 

The amount of electronegative gas that can be used in a chamber is obviously limited by 
the requirement of full efficiency; roughly speaking, the mean free path for electron capture 
Ac should not be smaller than half the wire spacing. Figure 72 shows the measured efficiency 
for a 2 rnm wire spacing chamber, at increasingly high concentrations of freon; under rea­
sonable assumptions on the detection and capture mechanisms, the experimental points are well 
approximated by a calculation that assume~ Ac 1 = 1.5 p mm- 1

, where p is the percentage of 
freon. 

Efficiency 

I.Of---..---..----.,_ 

o.s 
Magic gos 

).c" 1.6 mm 
p "0.41% 

. 

+ measured 

' 
2 p (%) 0~-~~~--~----~--~--r-~.---L--" 0 2 3 4 

Fig. 72 

X"~ (mm-
1

) 

Average efficiency for minimum ionLZ1ng particles, as 
a function of freon content in a 2 mrn wire spacing 
chamber 51) 
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An ~portant consequence of the presence of an electronegative gas in the mixture is a 

different behaviour in the cluster size versus gate length; electrons produced in the drift 

region (region C of Fig. 66) have a very small probability of reaching the anodes, and the 

cluster size is limited even for long gates, as illustrated in Fig. 73. 

N a= 30• 

1000 

500 

0 ~~~~~L-~--~--~~--J_~ 

0 

Fig. 73 

2 4 6 8 

Number of wires touched 

Cluster size for 30° tracks, for a 
large time gate, as a function of 
freon content~9). Reduction of the 
sensitive zone around the wires re­
sults in a reduced cluster size. 

6.7 Limited Geiger and full Geiger operation 

A peculiar mode of operation has been observed in proportional chambers having thick 

wires widely spaced 5 2
). At sufficiently high voltages, and using a reduced concentration 

of organic quenchers (for example a 90-10 argon-isobutarte mixture), a transition is observed 

from the normal proportional regime to a ~ed- Geiger propagation, limited in spatial ex­

tension to 10 mm or so along the wire. Although very attractive because of the remarkable 
/ 

signal pulse height that can be obtained (30-40 mV on 50~, see Fig. 74), this mode of opera-

tion has a severe rate limitation in the long t~e it takes the positive ion sheath to clear 

the activated anode wire section. For an 8 rnm gap chamber, the assumption that after each 

count a 10 mm long section of the wire is dead for about 300 ~sec provides a good agreement 

with the experimentally measured efficiency. 

Full Geiger propagation has been observed in rnultiwire proportional chambers when only 

a small percentage of quencher, like methylal or ethyl bromide, is added to pure argon: 

again, very long dead-times are obtained. On the other hand, a measurement of the propaga.­

tion time of the Geiger streamer along the wires can be used to provide two-dimensional 

images of the conversion points 5 3
). 
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Transition between the proportional and the limited 
Geiger operation in a multiwire chamber as seen di­
rectly on a 50 n termination52), Horizontal and ver­
tical scales are, respectively, 200 nsec/div. and 
10 mV/div. In (a) the small peak at the left shows 
the detection of 5.9 keV X-rays still in the propor­
tional (or semiproportional) region, while limited 
Geiger pulses begin to appear; Figs. 74b and c, ob­
tained at increasingly high voltages, show that all 
detected pulses enter the limited Geiger mode. The 
time extension of the signal (less than a ~sec) proves 
the limited extension of the Geiger streamer (around 
1 em). 
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6.8 Rate effects and ageing 

We have already discussed in Section 5.4 the effect on the gain of a positive space 

charge built up at high rates. Since the gain reduction is a localized effect, extending 

perhaps one or two gap lengths around the hot spot in a chamber, substantial modification 

in the distributions of measured particles can be produced if the rate limit is locally ex­

ceeded. Measurements of the average pulse-height reduction as a function of rate were given 

in Figs. 53 and 54 for a specific geometry and gas mixture; of course, the effect depends 

on the gap and ion mobility, which however cannot vary over a very wide range. Inspection 
-~-"--·-----~ 

of :the :figures shows clearly that, at fixed threshold of detection, one will start losing 
- . -- . ·- -·· --··- -- -----" ----- --- --·-~-----

ef~~<;:J:_~_~<:_y __ ~hen the lower part of the pulse-height spectrum distribution decreases below 

threshold. High chamber gains and low thresholds are there-fore rec~~~ded- for higher· rate 

full efficiency operation. It appears in practice, however, that at any given chamber gain 

the threshold value cannot safely be reduced below one tenth or one twentieth of the average 

pulse height (essentially because of noise due to micro-discharges), and therefore almost 

identical efficiencies of detection versus rate have been measured in a large variety of 

gases and conditions. We will quote here a measurement realized in a multiwire proportional 

chamber having 1 mm wire spacing, and oper<3:ti~_g ~--_magic-~-?-~ [Fig. 75 54
)], _and a similar 

measurement obtained in a drift chamber having 50 mm wire spacing and operating in argon­

isobutane [Fig. 76 9
)]. The efficiency los~ per unit length of ~e anode wire at high rates 

is about ~e same; obviously, the different surface acceptance in the two cases (50 to 1) 

reduces correspondingly the tolerable surface rate~ Sma].l .... w.i.J;-~- ..!~pa.c.~gs are t~:.re~o~e ~eces--:_­

sary for __ qp~r~t~c,m a:t_high rates, although the spatial extension of the positive charges may 

create some degree of interdependence between wires. 

15% Inefficiency as function of surface density 
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Fig. 75 Space-charge effect on chamber efficiency. 
Measured inefficiency on a s = l rom chamber, 
operating in magic gas, as a function of 
beam intensity54). 
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Space-charge effect measured in a drift 
chamber 9 ) To present the results in a 
plot independent from the wire spacing, 
the horizontal scale has been given as 
rate per unit length of the anodic wire. 

Fig. 77 

HV (kV) 

Ageing effect in a chamber 
operating with organic gas 
mixtures (argon-isobutane 
70-30) 33 ). The singles count~ 
ing rate has been measured in 
a chamber for increasing in­
tensities of 55Fe X-rays, as 
a function of high voltage, 
before and after an irradia­
tion of about 107 counts/cm2 • 
After the irradiation, the 
average pulse height is re­
duced, for a given voltage, 
and the discharge knee appears 
at lower voltages. 

Another effect related to high counting rates is the polymerization of some quenchers 
or impurities with the appearance of secondary discharge (see also Section 5.3). A multiwire 
chamber -- in which, either owing to improper cleaning or to the deposit of polymers due to 
long exposures to radiation, the secondary discharge mechanism is active has a very charac-
teristic behaviour. Normally operating at low counting rates, it manifests an increasing and 
sustained background rate (or dark current) when exposed to higher radiation fluxes even for 
a short time, in the damaged regions. Rapid switch off and on of the operational voltage,. 
however, resto~es the original low-noise condition by capacitive removal of the positive ion 
sheath on the insulating layers, which is responsil:>le. for the secon~_ry ?':-l?_t_<:~:i:r:IeCL discharge. 
The ap~~rance of radiation damage ~an be quantitatively measured monitoring the singles 
counting rates on a variable intensity radioactive source, as a function of the voltage. 
Figure 77 shows such a measurement using a 55Fe X-ray source before and after a long irra­
diation (around 10 7 counts/an2

) 
3 
s). ~e· ba~g!<?.!-ffid- ra~~)ris clearly increased, and appears 

C'f~·-v··c, ... •·:··,·. '-·-.-~· .). at lower and lower voltages for increasing rates'of'th€ 'soUtce. A shift to higher voltages 
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of the lower edge of the plateau also appears, either due to the field reduction induced by 

the charge dipole created on the cathodes over the thin insulatoT film, or to an increase on 

the anode wire diameter due to conductive deposits (a thin carbonaceous deposit is normally 

found covering the anodes of a damaged chamber). 

Use of non-polymerizing additives having an ionization potential lower than any other 

constituent in the gas mixture eliminates, or at least displaces by several orders of magni­

tude, the integral flux capability of a proportional chamber. In Fig. 78 33
) the efficiency 

plateau on minimum ionizing particles, the background rate, and the singles rate on 55Fe are 

measured in a chamber operating with magic gas and methylal (72% argon, 23.5% isobutane, 

0.5% freon and 4% methylal) before and after a total irradiation of 3.3 x 10 10 counts/cm2
• 

No change is observed in the main operational parameters. Total exposures exceeding l0 12 /cm2 

have been reported, without detectable ageing effects. 
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Fig. 78 Effect of a long irradiation in a chamber operating with 4% methylal added to 
magic gas33), At left, the effect on efficiency for minimum ionizing particles, 
and on the noise, and at right the effect on 55Fe singles rate. 

6.9 Mechanics and electronics 

Just for completeness, I shall give here some hints on the mechanical construction of 

a multiwire chamber, as well as a basic description of the attached electronics; the reader 

should, however, refer to the quoted literature to obtain more details. 

The basic problem of chamber construction is to support, on suitable frames, a suCCes~ 

sian of foils or wire planes constituting the electrodes, within a given set of mechanical 

and electrical tolerances, and to make the whole structure gas tight. Several methods of 

construction have been developed; we shall mention here two representative examples. The 

first, and more frequently used, consists in fabricating a set of self-supporting insulating 

frames, normally of extruded or machined fibre-glass, one per electrode. The wire electrodes 

are in general soldered on printed circuits, which are an integral part of the frames; the 

chamber is then mounted either gluing together the required number of frames (in case of small 

chambers) or assembled with pins and screws traversing the frames, the gas tightness being 

guaranteed by suitable rubber 0-rings embedded in the frames, and by two thin gas windows 

(mylar or equivalent) on the two outer surfaces. Figure 79 shows an assembled three-gap 

chamber of this kind 45
) and Fig. 80 

55
) an exploded view of a similar chamber; the com­

plexity and the large number of parts required is apparent. The reader will find else-

h 
44,45,55-61) 

w ere , a selection of papers devoted to a detailed description of this method of 

construction. 
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----------------------

Schematic view of an assembled three-coordinate medium-size multiwire proportional chamber its). 

Exploded view of a 2-coordinates multiwire chamber, showing the number and the 
complexity of the required partsss). 
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A drawback of the described technique lies in the rather unfavourable ratio between the 

active and the total surface (for a 1m2 chamber it is typically around 70%). In case the 

total available detection area is !United, as in a spectrometer magnet, the loss is consider­

able. For this reason, a different construction principle has been developed, based on the 

use of metallized self-supporting honeycomb or expanded polyurethane planes that constitute 

both the cathode plane and the chamber support 
47

). A sketch of such self-supporting chambers 

is shown in Fig. 81 for a two-gap element; notice the very thin (1 em or less) passive frame 

on the edges, on which the anode wires are stretched and soldered and the particular shape of 

one side, intended to contain the vacuum tubes at the CERN Intersecting Storage Rings. The 

perspective cut shows also the fishbone structure of the cathode plane strips, used to obtain 

an ambiguity-resolving third coordinate. The obvious advantages of large active area and 

ease of construction are, on the other hand, counterbalanced by a rather substantial increase 

in the chamber thickness in the active area (0.6 g/cm2 against a few mg/cm2 for a conventional 

construction). 

Fig. 81 

(<H" horirf'ntal wlr~s 0 

Principle of construction of a self-supporting multiwire proportional 
chamber~ 7 ). The basic building elements are foam or honeycomb plates, 
coated with insulating or conducting thin sheets as shown in the 
cross-section. 
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As already mentioned in Section 6.4, when the size of a chamber exceeds a square metre 
or so, electrostatic wire instabilities and over-all electrode deflections appear, which spoil 
the chamber's operation unless suitable mechanical support lines are used to balance the elec­
trostatic forces. Supports must obviously be insulators if they are in contact with the anodes 
and, because they have a dielectric rigidity very different from that of a gas, a substantial 
field modification is produced that spoils the efficiency over a large area (a centimetre or 
so around the support). Several solutions have been developed in which an insulated wire or 
a conductive strip, close to the anode wires but not in contact with them, is raised to a poten­
tial high enough to, at least partially, restore the field and therefore the efficiency of 
detection. In Fig. 82 an example is given of a vinyl-insulated support line and of the cor­
responding local efficiency measurement 45

); the photograph in Fig. 83 48
) shows a corrugated 

thin kapton strip, with a printed conductor on one side, which corrects both the anode wire 
instability and the gap squeezing, with essentially the same efficiency reduction as the pre­
vious support line . 

• 

Distance from support line [ m m J 

Fig. 82 

One of the several support lines de­
veloped to avoid electrostatic insta­
bility in proportional chambers, to­
gether with a measurement of efficiency 
across the region perturbed by the 
line45

), A correction-potential given 
to the central conductor greatly re­
duces the extension of the inefficient 
region, as shown by the family of curves. 
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a) b) 

Sense wires' plane 

Fig. 83 Example of a mechanical device used both to avoid gap compression (due to the 

anode-cathode planes attraction) and anode wire instabilities, with a potential­

correcting conductor on the anodic side48) 

As far as the electronics is concerned, I will again refer the reader to the abundant 

literature existing on the subject; almost every group using proportional chambers has de­

veloped its own electronic circuit [see the previously quoted references for the charnber 1 S 

construction, and also Lindsay et al. ''l]. Completely assembled systems are commercially 

available 63
,

64
). The basic principle of a single-wire electronic channel is shown in Fig. 84. 

The signal from one anode wire is amplified, discriminated, and shaped to a logical level; 

typical discrimination levels are between 0.5 mV and 5 mV on 1 kQ (0.5 to 5 vA), depending 

on chamber gain and performances (see Section 6.5). The pulse is then delayed by either a 

passive or an active delay element (cable, delay line, or one-shot monostable), so that the 

experimenter can select, using a logic gate after the delaying element, only events considered 

good by fast trigger electronics. In the trigger may participate external devices (such as 

scintillation counters, particle identifiers, etc.) as well as the signals from the wires or 

group of wires of the chambers, available through the fast OR output. For accepted events, 

the wire pattern stored in the memory elements (one per wire) is then read out in a sequential 

way into a computer. 

We shall only mention here that several alternatives to the one channel-per-wire elec­

tronics have been developed, based either on delay line read-outs
65

-
67

) or on other analogic 

rnethods 68
'

69
). 

Fig. 84 

Discriminator Write gate Read gate 

Fast out Write DC out Read 

Basic scheme of the electronics re­
quired on each wire in a proportional 
chamber 
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7. DRIFT CHAMBERS 

7.1 Principles of operation 

The possibility of measuring the electrons' drift time to get information about the 
spatial coordinates of an ionizing event was recognized in the very early works on multiwire 
proportional chambers

1
). In its basic form, a single-cell drift chamber consists of a region 

of moderate electric field, followed by a proportional counter (Fig. 85). Suitable field 
shaping electrodes. wires or strips, as shown in the figure, allow one to obtain the desired 
electrical configuration. Electrons produced at time t 0 by the incoming charged particle 
migrate against the electric field with velocity w, and reach the anode wire where avalanche 
multiplication occurs at a time t 1 • The coordinate of the track, in respect to the anode 
wire, is therefore given by 

t, 

X J W dt , 
to 

(48) 

which reduces, for a constant drift velocity, to x = (t 1 - t 0)w. It is obviously very con­
venient to have a linear space-time relationship, and this can be obtained in structures 
with uniform electric field. If a large surface of detection is required, however, a simple 
structure like the one of Fig. 85 leads to uncomfortably large working voltages and very long 
drift times; nevertheless, chambers of this kind having as much as SO em drift lengths have 
been operated, with an over-all drift voltage around 50 kV and maximum drift time (or memory) 

Charged particle 

0Tift voltage 
-H Vf 

. ·~~~.;;it~ ~·~·0~ ~· ~ ~ ••••••••••••••• J ............................... l 
Scintillation counter 

Fig. 85 Principle of operation of a single-cell drift 
chamber. A set of cathode wires, at suitable 
potentials, generate in the drift space a region 
of uniform field. The electrons produced by an 
ionizing event migrate to one end of the cell, 
where avalanche mult~plication occurs in a single 
wire proportional counter. The coordinate is 
then proportional to the time of drift (the time 
reference being given by an external scintilla­
tion counter). 
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of 7 wsec 
70

). For even larger surfaces, or in cases where shorter memory times are necessary 

because of the expected particle rates, a multicell structure can be used; in this case, 

since the region of the anode wire becomes necessarily part of the active volume, it is not 

possible to obtain a constant drift field all across the cell. 

In principle, a structure identical to the one of a multiwire proportional chamber can 

be used to realize a multiwire drift chamber; however, the low field region between the anode 

wires would result in a strong non-linearity of the space-time relationship, especially for 

large wire spacings. A modification of the original proportional chamber structure allows 

the elimination of low field regions in the central plane, as shown in Figs. 86 a and b. The 

anode wires are alternated with thick field-shaping cathode wires that reinforce the electric 

field in the critical region. Chrunbers of this design with anode wire spacing of l em were 

the first operational drift chambers 71
), and were built, with wider wire spacings, up to sizes 

of about 4 x 4 m2 72
). Other designs, similar in principle to the one described, have been 

developed, which allow a simpler construction of large surface, mechanically very stiff, drift 

chambers; Fig. 87 shows one example
73

). Thin aluminium profiles (1-beams), insulated from 

the cathode planes and kept at a negative potential, serve both the purpose of mechanical 

spacers and field-reinforcing electrodes. The cathodes are grm.mded, while the anode wires 

are maintained at a positive potential to collect and amplify the electrons. 

Fig. 86 

\ Field wires 

./. ~ /. Cathodes 

~ I Anode wires 

Equipotential lines 

Principle of the multiwire drift chambers with uniform 
cathode planes: (a) the basic geometry and (b) the 
electric field equipotentials in a chamber having 
2 x 15 rom gap and 60 mm between anode wires 75

). 

a) 

b) 
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Cathad.e 

Equipotentials computed in the Harvard-MIT drift chambers 73 ). The field wire has 
been replaced by an I-shaped profile, insulated from the cathode planes, and serving 
both the purpose of field reinforcing element and of mechariical stiffener. The gap 
is 26 mm, the anode wire spacing about 10 em. 

The major limitation of the structures represented in Figs. 86 and 87 lies in the fact 
that, in order to obtain a relatively uniform drift field, the ratio of the gap length to the 
wire spacing has to be maintained close to unity. For typical convenient wire spacings (5 to 
10 em) this implies rather thick chambers, and therefore a reduced packaging density. More­
over, it takes a long tbne to collect at the anode all the electrons produced by a track, 
and therefore multitrack capability per wire is excluded. These considerations have led to 
the development of the structure shown in Fig. 88 9 '

74
). Two sets of parallel cathode wires 

are connected to increasingly high negative potentials on both sides starting from the centre 
of a basic cell; 
at the potential 

the anode wire is maintained at a positive potential, and two field wires, 
of the adjacent cathode wires, sharpen the transition from one cell to the 

next. The equipotential lines are shown on the figure, for a typical choice of operational 

Sc.e:.:: ••• i .............................. \ ................... i ... ·~c th d 

••• ,,odes i I I I I I I ( ( · ) 1 I I I I I I I i d:;"o w: ••• \ ........................................................ / 

Fig. 88 

Field wire 

- HV I 

Anodic wire 

+ HV 2 

Field wire 

• HV 

Principle of construction of the adjustable field multiwire drift chambers 9
). 

Cathode wires are connected to uniformly decreasing potentials, starting from ground 
in front of the anode. Field wires reinforce the field in the transition region to 
the next cell. 
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voltages; a uniform field drift region is produced in most of the cell. Small gap-to-anode 

wire spacing ratios can therefore be Unplernented; typical value~ of 6 mm and SO mm have been 

used for the gap and the anode spacing, respectively. Notice that, since the cathode planes 

are not equipotentials, some field lines escape from the structure; subsidiary grounded 

screening electrodes, as shown in the figure, guarantee the immunity of the drift field from 

external perturbations. 

Other structures, intermediate between the ones described, have been developed; Fig. 89 

shows, for example, a modification of the geometry of Fig. 86, with the introduction of several 

additional field-shaping wires that allow reduction of the long collection tUne on a track by 

limiting the effective volume of detection
75

). Figure 90 shows instead a scheme where flat 

electrodes on both sides of the anodes replace the field-shaping wires 76
). 

Fig. 89 
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(a) Geometry of the Saclay chambers, and (b) electric field equipotential 
in one quarter of the structure 75

) The role of the intermediate poten­
tial wires is to limit the accepted fraction of ionizing track so as to 
have a more or less uniform response along the drift cell. 

b) 
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Atumin11m 

F '' 
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Fig. 90 The drift chambers developed at Fermilab with a thin 
aluminium foil separating adjacent cells 76

). 

7.2 Space-time correlation and intrinsic accuracy 

The ultimate accuracy that can be obtained in a drift chamber depends both on the good 
knowledge of the space-time relationship and on the diffusion properties of electrons in gases. 
From the considerations of Section 4.4 it appears that, for most gases commonly used in pro­
portional counters, intrinsic accuracies (due to diffusion) below 100 ~ are possible for 
minimum ionizing particles. The space-time correlation, however, may not be known at this 
level of accuracy, especially for large chambers where various mechanical tolerances can 
locally modify the electric field structure. Very good results in terms of stability of 
operation and reproducibility have been obtained combining the good electric field charac­
teristics of the structure shown in Fig. 88 and the saturated drift velocity peculiarity ob­
tained in selected gas mixtures. Inspection of Fig. 30 shows, for example, that in a 70-30 
mixture of argon-isobutane the electrons' drift velocity is roughly constant at fields ex­
ceeding 1 kV/cm. If a chamber is designed in such a way as to avoid regions of field lower 
than the quoted value, the sensitivity of the response to local field variation is strongly 
reduced. 

We shall describe in what follows the main results obtained with a drift chamber of the 
kind depicted in Fig. 88, with 6 rnm cathode plane separation and 50 mm cell size, operating 
in a gas mixture of argon, isobutane and methylal in the proportions, respectively, 67.2%, 
30.3% and 2.5% 

9
). The dependence of the drift velocity on electric field for this mixture was 

given in Fig. 37 *). Similar sets of measurements exist for all other drift chamber struc­
tures and can be found in the corresponding quoted references. 

A simple way of measuring the space-time relationship in a drift chamber is to record 
its time spectrum on a uniformly distributed beam. In fact, 

cL'I dN ds 
dt = cls dt = k w(t) • (52) 

Therefore the time spectrum represents the drift velocity as a function of time of drift, 
and its integral the space-time relationship. An example of this kind of measurement is 

*) Notice, comparing Figs. 30 and 37, that the addition of methylal to an argon-isobutane mix­ture (necessary for the reasons illustrated in Sections 5.3 and 6.8) increases the satura­tion voltage to about 1.2 kV/cm. 
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given in Fig. 91. Obviously, the limitation of the method lies in the accuracy with which 

a uniform beam can be produced over a large surface; for more accurate measurements, several 

methods of mechanical or electronic scanning have been used. Figure 92 shows the result ob­

tained in a chamber of the kind illustrated in Fig. 88 9
); the space=time correlation has 

. 
0 

,00 

400 

300 

200 

,00 

Fig! 91 Example of time spectrum and its integral 
in a uniform beam, representing respectively 
the drift velocity and the space-time rela­
tionship. The measurement has been obtained 

by the author with a chamber of the kind de­
scribed in Fig. 88. 

0~------~------~------~------~--------L--" 

' '0 " 5 (mm) 

20 

Fig. 92 Measured and computed space-time relat~onship for the 

chamber in Fig. 88, as a function of the minimum ionizing 

beam angle of incidence9 ) 
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been measured for several angles of incidence of the minimum ionizing beam, and it is strictly 
linear, within the measurement errors (±50~) over all the cell for tracks perpendicular to the 
chamber plane (9y = 0°) with a slope of 5.20 ± 0.02 cm/~sec. For a beam inclined in the plane 
perpendicular to the wires, the correlation is modified by the fact that the electrons having 
the shortest time of drift are not those produced in the middle plane of the drift cell. 
However, a simple two-straight-lines approximation is possible to the measurement, as shown 
in the figure, under the assumption that the shortest distance to an inclined track is radial 
around the anode wire and follows the cathode planes thereafter, i.e. as expressed by 

r-w t 
for 0 ::: t ::: cos 9y w sin 9y 

(53) 
x=wt+_g__ --1--1 for t > 

sin 9y (cos 9y J w sin 9y 

where g is the total gap width. No deviation for linearity is observed for a beam inclined 
in a plane parallel to the wires. Normally, of course, the angle of incidence of the tracks 
is not known a priori; an iterative procedure using the data from a set of chambers is then 
followed , computing an approximated incidence angle under the assumption of a linear correla­
tion. The procedure is, in general, very quickly converging. In structures where the elec­
tric field is less uniform, the space-time relationship is obviously more or less deviating 
from linearity especially if regions of field are met low enough not to allow drift velocity 
saturation. As an example, Fig. 93 shows the measured correlation in a very large (3.6 x 
x 3.6 m2

) chamber with the structure shown in Fig. 86 and 10 em between anode wires72
). 

" " ~ 
::l_ 

"' E 

;;::: 
~ 

0 

Fig. 93 

1.6 Ac 20% 

c 2 H4 so% 

Vsense=+6kV 
1.2 

Vdrift =-lkV 

0.8 

0.4 

0 
-2 0 2 4 6 

Beam distance from sense wire (em) 

Space-time relationship for the chamber 
illustrated in Fig. 86, with 10 em wire 
spacing72). Due to the large electric 
field variability, the correlation is 
not linear. 
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Fig. 94 Measured intrinsic accuracy in the drift chamber 
of Fig. 88, as a function of drift spacelo). The 

experimental results have been decomposed into 
three contributions: a constant electronics dis­
persion, a physical diffusion term function of 
the square root of the drift space, and a contri­
bution of the primary ion pair statistics. 

The intrinsic accuracy of a chamber can be estimated by the usual method of measuring 

the same track in a set of equal chambers, and computing the standard deviation of the dif­

ference, in a given chamber, between the measured and fitted coordinate. One of the best 

results obtained so far is presented in Fig. 94 10
), which gives the accuracy as a function 

of the drift distance in a chamber like the one in Fig. 88, but with 42 mm anode wire dis­

tance. The result can be decomposed into three main contributions: a square root depen­

dence on the distance of drift, due to electron diffusion, a constant electronics spread 

estimated to correspond to about 40 ~as from the figure, and a contribution of the primary 

electrons' production statistics, particularly important close to the anode wire (see the dis­

cussion in Section 2.8). 

As far as the proportional gain is concerned, drift chambers are, in general, easier to 

operate than multiwire proportional chambers, being essentially isolated proportional counters; 

all considerations on multiplication factors and gas choice, developed in Sections 5 and 6, 

apply as well with the necessary modifications due to the geometry. Exceedingly long effi­

ciency plateaux (about 30% of the working voltage) have been obtained with rather high dis­

crimination thresholds, 5 to 15 11A 
77

.). The gas purity is, of course, of primary importance 

in a drift chamber, especially if long drift spaces are used; the effect of electronegative 

gas pollution has been discussed in Section 4.6. Cammon practice has shown that commercial 

grade purities are sufficiently good for moderate drift lengths (a few em), but that the gas 

tightness of the chamber and of the tubing has to be carefully checked. In some cases, a 

gas monitoring device at the output of a chamber or a chamber system is advisable. 

7.3 Stability of operation 

It should be emphasized that the intrinsic accuracy given in Fig. 94 is the result of 

a local measurement, normally realized in a short run and essentially independent of the de­

tailed space-time correlation. To make use of the quoted accuracies in an actual coordinate 

measurement, one has, of course, to know precisely the space-time correlation or the drift 
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Fig. 95 Computed relative dependence of the drift velocity 
on the temperature, at 20°C and 1 atm (a) for 
several gases and (b) for the particular mixture 
used in high-accuracy drift chambers 26 ) 
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velocity w = w(t). For a given chamber geometry, the major factors that can influence the 

drift velocity are: the electric field strength and direction, the atmospheric pressure, the 

gas composition and temperature, the presence of external factors modifying the drift pro­

perties (electric or magnetic stray fields), and the mechanical imperfections. Alghough it 

is, in principle, possible to take all these factors into account by proper calibration or 

monitoring, for a realistic system it is more reasonable to set definite limits to the toler­

able variations, as a function of the desired final accuracy. The choice of a drift-velocity 

saturating gas obviously decreases or eliminates the dependence on the reduced electric field 
25 26) . 

E/P. It appears also ' that for several gases and gas mlXtures the temperature depen-

dence of w is reduced at high fields (see Fig. 95a); for the particular mixture used by the 

authors of Ref. 9, the calculation gives a value very close to the experimentally measured 

one, i.e. fiw/w = 3 x 10- 4 per •c at a field around 1.4 kV/cm (Fig. 95b). At low fields, and 

for the same mixture, the relative variation is about one order of magnitude larger. The de­

pendence on gas composition also reduces at saturation, and has been measured in the quoted 

gas mixture to be ~w/w = 1.2 x 10- 3 for 1% change in the gas
77

). Using the measured relative 

variations, one can see that to maintain a ±50 ~stability over 25 mm of drift (~w/w = ±2%o) 

a maximum temperature variation of ±7°C, and a maximum gas composition change of ±1.6% can 

be tolerated. 

Mechanical tolerances and electrostatic deformations contribute, of course, directly 

to the limiting accuracy, and may moreover produce electric field distortions. For large 

size chambers one should also take into account the thermal expansion of the materials. 

7.4 Behaviour of drift chambers in magnetic field 

We have seen in Section 4.5 that the presence of a magnetic field otl1er than parallel 

to the drift direction modifies both the drift velocity and the angle of the electron swarm. 

In some cases this can be a perturbing factor, if a chamber is situated too close to a 

stray field, in others instead installation and proper operation of a chamber inside a magnet 

is desired. Several structures have been studied that permit the use of a drift chamber in 

strong magnetic fields. Figure 96, for example, shows the computed electron trajectories in 

kG 

a) 

b) 

c) Fig. 96 

Computed electron trajectories in a cham­
ber like the one of Fig. 86, for several 
values of the magnetic field, parallel to 
the wires 78 ) 
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Computed space-time relationship for 
normal tracks in the geometry of 
Fig. 96, at increasing values of 
the magnetic field78) 

a structure sbnilar to the one of Fig. 86, at increasingly high values of the magnetic field 
parallel to the sense wires, and Fig. 97 the corresponding time-space relationships

78
). Ob­

viously, precise knowledge of the magnetic field strength and direction is necessary for each 
position in the chamber and a rather complex parametrization or tabulation for the correla­
tion must be used. In the case of a uniform magnetic field, the electric field in a structure 
like the one of Fig. 88 can be modified to compensate for the angle of drift. By a suitable 
choice of the drift voltage connections, the equipotential surfaces in the chamber can be 
tilted by an angle corresponding to the expected angle of drift (see Fig. 98), the fine ad­
justment being then possible by a modification of the field strength (see Fig. 38) still 
maintaining the saturation properties of the velocity. The result of such a procedure can 

Cathode wires HVI:-3kV 

• / r 

-~ "\ "\ "\" \~~ . 
-0.5 -1 -1.5 -2 -2.5 \ 

• 

• . \ . . \ . \. . \ .\ . (0. 

Anode wire 

HV2:+1.7kV 

Fig. 98 Modification of the electric field equipotentials in the structure of 
Fig. 8~ to allow operation in strong magnetic fields (parallel to the wires)77) 
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Space-time relationship measured, for several a~gles of 
incidence, in the chamber of Fig. 98 at 10 kG 9 J. The 
similarity with the results of Fig. 92 is apparent. 

be seen in Fig. 99, where the space-time relationship has been measured for several angles 

of incidence and in a magnetic field, parallel to the wires, of 10 kG 9
). The equipotentials' 

tilt angle was, in this case, about 29°; the similarity of behaviour to the case of no mag­

netic field, Fig. 92,is apparent. In more complex geometries of magnetic field, or for non­

uniform fields, a simple formulation of the space-time relationship is, of course, not pos­

sible; corrections are then done by using a set of measured 1:ift velocities and angles, 

like the ones shown in Figs. 37 and 38. Denoting by w11 the projection of the drift velocity 

in the plane of the chamber, or in other words the slope of the space-time correlation, the 

following variance has been measured') (around 10 kG): 6w
11
;w 11 = 3 x 10_, per kG. To maintain 

a ±SO 11m stability, one can therefore tolerate a variation of the axial magnetic field of 

±660 G; larger variations imply the use of a modified slope. About the same tolerance has 

been found for weak stray fields in a chamber operating with normal geometry. 

7.5 Mechanical construction and associated electronics 

As for the multiwire proportional chambers, only a brief mention will be given here 

about the mechanical construction of drift chambers, and the· reader is referred to the quoted 

literature for more information. Basically, the same techniques as those developed for the 

construction of proportional chambers have been used for drift chambers, except for high ac­

curacy chambers where the general mechanical tolerances and the anode wires' positioning, in 

particular, have to satisfy more stringent criteria. 
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Calculation of the electrostatic forces in a chamber with a structure like the one in 
Fig. 86 is relatively straightforward and shows that anodic instabilities do not appear for 
any reasonable length of the wire

72
); on the other hand, the two cathode planes are attracted 

inwards and the over-all movement can be estimated following the methods outlined in 
Section 6.4. The same is not true for the configuration depicted in Fig. 88, since the 
cathode wires are not equipotentials and one cannot assume a uniform charge distribution. 
Programs have been written to compute the charge on each wire and the relative forces 79

'
80

). 

It appears that the more critical point is in the region of the field wire; since the ad­
jacent cathode wires have a charge equal in sign and rather large, they receive a strong out­
ward force. A gap-restoring strip, like the one depicted in Fig. 83, but inserted between 
the cathodes and the screening electrodes every SO em along the wires have proved to be suf­
ficient to compensate the electrostatic forces. Being outside the active volume of the 
chamber, the strip has no influence on the behaviour of the drift chamber and does not need 
a field-restoring conductor. 

The problem of amplifying and shaping the signals in a drift chamber is also similar 
to the one encountered in multiwire proportional chambers, except for the fact that one wants, 
in general, to obtain a better time resolution (implying wider bandwidth and smaller slewing 
for the amplifier). To measure the time of drift, then, it is possible to use standard time­
to-digital converters working in the range of 500 or 1000 nsec, with a channel resolution 

Fig. 100 Large drift chamber 
meter lever armss), 
construction to the 

(about 4 x 2.5 m2
) constructed at CERN for the 0 spectre­

The module has four independent coordinates, similar in 
one depicted in Fig. 88. 
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around 1 nsec (for the highest accuracy) or worse. However, several dedicated electronic cir­

cuits have been developed for drift chambers either cheaper than the standard time-to-digital 

converters, or allowing multihit-per-wire capability and faster conversion and read-out 

times
81

-
87

). Some circuits are already commercially available. A very convenient mode of 

operation has been incorporated in almost all dedicated drift time digitizers, which allows 

the provision of the time reference, or tbne zero, ~s a late stop instead of as an early start 

(as required in conventional units). Several hundred nsec are therefore available to the 

expeEimenter for making up a trigger selection, using external devices like scintillation 

and Cerenkov counters, before permanently storing the drift chamber data. 

Several large drift chamber systems are already or are close to being operational, in­

cluding many thousands of drift wires, at CERN and elsewhere. Figure 100 shows a high ac­

curacy drift chamber module developed at CERN' 8 l ; three such chambers approximately 4 x 2. 5m2 , 

have been constructed for the Omega magnetic spectrometer. 
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